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Abstract

This note presents a first measurement of the top quark pair production cross section
in the fully hadronic decay channel at a center-of-mass energy of Vv s = 13 TeV using
data corresponding to an integrated luminosity of 3.7 fb™* taken with the CMS detector.
The cross-section is determined from an unbinned maximum likelihood fit to the
reconstructed top quark mass. The reconstruction of ttbar candidates is performed
after a cut-based event selection using a kinematic fit. A data-driven technique is used
to estimate the dominant background from QCD multijet production. The cross-section
measurement yields aincl = 572 + 15(stat)*128(syst) + 15(lumi) [pb]. This
result is consistent with similar measurements in boosted topologies and within the
Standard Model predictions.



Chapter 1

The Standard Model of Particle
Physics

‘OAeg ol SUVALELC OTO JUUMAV UMopoUlV va Teplypadolv amd  tnv aAAnAemidpaon
HMEPLKWY OTOXELWOWY owuattdiwy. Ot VOUOL TTou TEPLYPAPOUV TIC AAANAETILOPAOELG
QUTEC €XOUV TIEPLOPLOTEL O €va OUVOAO OTOXEWOWV OdUVAPEWY TIou OAeC padll
ouvBETouv To Kablepwuévo Mpdtumo. O anwtepog otdXog elvat n dnuoupyla pLag
Bewplag otabepng kal autovoung, anod Tnv onola Ba prmopouv va e€axBouv OAol ol
vopoL g puong mou Umopouv va meplypalouv tn cupnepltdopd tnG UAlag Kal tng
eveépyelac. KabBwe ula tétola evomolnuévn Bewpla akopa Sev €xel akoun vAormolnBel,
N €peuva ywo autny, €xel wdeAnoel apketd tn Snuoupyla tou KobBiepwpévou
Mpotunou, ulag Bewplag mou teAelonolBnke ota t€AN tng dekaetiag tou ‘70, UETA
amnod tnv nepapatikn emBeBaiwon g vmapéng Twv quarks. Mapd TOUC MEPLOPLOUOUC
Tou, To SM (i.e. Standard Model), eival pa Bewpia mou €xel eheyxBel melpapatikd
QPKETEC GOPEG OTO TEPATHA TOU XpOVoU. MNapakdtw yivetal pla avadopd otn Bewpla
QUTH Kal 8KOTEPA OTO TTLo Bapl cuOTATIKO TNG, TO top quark.

To KaBiepwpévo Mpodtumo elval pla kBavtiky Bewpla medlov mou meplypadel ta
otolxelwdn cwpatidia kat Tig aAAnAemdpdoelg Tous. Me BAon Tn onuePLVR Katavonon
™M¢ dvong, 0An n VAN amoteleital and 12 otolxelwdn depuldvia: 6 AemTovia Kat 6
quarks kot Ta avilowpatidla Toug, Ta omola mapatiBevtal otov MAPAKATW Tivaka.
Eniong, 4 tomot Sduvauewv eival umevBuvol yla tnv aAAnAenidpaon autwv Twv
owpatdiwy. To KabBiepwpévo Mpotuno meplypadet ta 12 BepueAiwdn cuoTatikd TG
UANG kot TI¢ 3 amd TG 4 alnAerubpdoelg, tVv Loxupn, Tnv acbevr) kat tnv
NAeKTpopayvnTikr aAAnAemibpaon. H tétaptn aAAnAenidpaon, n Baputnta, Sev €xeL
akopa StatunwBel BACEL pLag EMAVAKAVOVIKOTIOLOLUNG KBavTkN ¢ Bewplag mediou.



electr.

Fermions Generation spin  weak isospin colour
charge
Ve Vy V 0 , 172
Leptons il S h/2 /, .
E I T —e —1/2
u ¢ t +42/3¢ ,, +1/2
Quarks / h/2 /,. T g-b
d s b -1/3e —1/2 ‘

Table 1.1: Quantum numbers of fundamental particles described by the SM

1.1. Fundamental Particles

To KaBlepwpévo Mpotumo eival pa Bewpla nedlov Baolouévn ota Gepplovika nedia
KOl TIG oUUHETplec BaBuidac (gauge symmetries). Amattwvtag n Aaykpavliavn va lvat
avaAiolwtn KATW ano UETAOYNUATIOUOUC Babuidag, TOTUK) Kol
enavakavovikonolnowun odnyel oe pia Aaykpavitavr tne Hopdng:

JCStandard Model — JCi’]augc + J(-:I\.-Iallcr + {-:‘r'ukawa + £Higg5

O mpwtog 6po¢ TEPLYPADEL TNV KLVNTIKN evépyela Twv medilwv Babuidag kat tnv
aAnAenibpaon pe tov €QUTO TOUG eVWw O OEUTEPOG OPOC TEPLYPADEL TNV KLVNTIKN
eVEpYELa TwV depuLloviwy kal TNV aAAnAentidpaocn toug pe ta nedia Babuidag. ‘Opotl
Hadog yla ta prolovia kot ta deppovia Babuidac eivat anayopeupévol kabwg dev
elval avalholwTtol KATw amod Toug peTaoxnUaTopoUc Babuidag. O tpitog Opocg slvatl
UTtELBUVOC yLa TN dnpoupyia TNG LAlog Twy GepULoViwyY Kot TNV aAAnAemidpact) Toug
ue to medio Higgs, evw 0 TETAPTOC O0pog KaBopIllel TNV KLVNTIKA EVEPYELR TOU TIESIOU
Higgs, Tic aAAnAemidpaoelc Babuidog kat to Suvapiko Higgs. To ot n twun tou mediou
Higgs oto kevd avapévetrat va eival Stddopn tou undevog omaél TNV TOTIUKA
nAektpacBevn cuppetpla Babuidag kal mapayel T pala yla ta pmolovia.

Ta Bepedwdn ocwpatidia Tou Kabiepwpévou MpotUmou Tou avamaploTaviol wg
deputovikd media, meplypadovral and ula oelPA KBavTIKwy aplBuwy: To NAEKTPLKO
doptio, To spin, To aoBevEg isospin kAL TO xpwua. Ta AemTovia elvatl dxpwpa Kat Epouv
spin h/2, érou h=h/2m, pe h tn otabepd Planck pe povadec h=4.14*10"1> eV oto SI.
Yridpxouv TPeLS yeVOELS GOPTIOUEVWY AETTOVIWY, TO NAEKTPOVLO €, TO ULOVIO U KAl TO
tau Aemtévio T, TOU  GEPouv  NAEKTPKO  doptio e=1.602*10-° C. Eival
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KaTnyoplomolnpeéva oe SUTAETEC Ue Ta TPla oudETEpA AemTOVIQ, TN VETPIVO TOU
NAektpoviou, Ve, TO VETPIVO TOU MLOVIOU, V4, KOl TO VETPIvOo TOU tau, vi. Ta Aemtovia
aMnAemibpolv povo péow NG aobevhg aAnAemidpaong otnv mepimtwon Twv
VETplvwy, Kal pECw TNG nAektpaoBevoug aAAnAemidpacng otnv MePTwon Twv
doptiopévwy Aemtoviwy. Ta vetplva €xouv umotiBetatl undevikny palo BAcel Twv
npoPAéPewv tou KabBlepwuévou Mpotumou. H pala twv umoAoimwy GopTIoUEVWY
Aemtoviwv kupaivetatl arnd me = 0.5 MeV/c? yia 1o e, péxpt m: = 1776.8 MeV/c? yia to
tau.

Yndpyouv 6 quarks, 3 tumou down quarks, to down, To strange kat to bottom quark
TIou dE€pouv NAeKTPLKO doptio -1/3e, kat 3 TUTou up quarks, To up, To charm kat To top
quark, ou d€pouv nAekTplkd doptio +2/3e.

1.2. Interactions

Ta Stadopetikd cwuatidla aAnAemidpoUV HETAEY TOUG HE TNV avtaAAayn prmoloviwv
Babuidac spin 1. Miwa emokonnon Twy Umoloviwy Kal Twy KBovTopnXavikwy Toug
(SLOTATWY MAPOUCLALETOL OTOV TTAPOKATW TtVaKa.

particle interaction mass JE § T
Photon e/m - - 0 0
Gluon strong - 1= 0 -
Z9 weak 91.18 GeV 1 0 0

W= weak 80.40 GeV 1 =*e =1

Table 1.2.: The gauge bosons of the SM and their characteristics. J denotes the angular
momentum of the boson, P its parity, g its electrical charge and T3 the third component
of the weak isospin

1.2.1.  Electromagnetic and Weak Interactions

Qopéag NG nAektpopayvntikng alnAenidpaong eivat to ¢wtdvio, To omolo €xel
undevikn pala. 2tnv acBev aAnAemnidpaon yivetat avtollayn Babpwtwy proloviwy



To omola €xouv pala, Tou NAeKTPLKA oudetepou Z pumoloviou pe pala 91.1876 +0.0021
GeV/c? kal mAatog Staomaong 2.49852 + 0.0023 GeV/c?, kat tou W* proloviou pe
BeTlkd 1 apvNTIKO NAEKTPKO doptio, pala 80.385 + 0.015 GeV/c? kal TAATOG
Slaomaong 2.085 + 0.042 GeV/c?. 3tnv aoBevr) aAAnAemiSpaon ot LBLOKATAOTACELC TNG
yeuong &gev avtotolyoUv OTLG LOLOKOTAOTAOEL TNG Mpalog twv quarks. O
Slokataotaocelg oxeTilovral pe Tov ivaka CKM mou mpokumtel and tn Slaywvornoinon
TWV TIWAKWY Halag Twy depULoviwy oTnV mpoogyyLon tng Bewplag nediov.

| dl> Vud Vus Vb ! d >
8y | = Vaa Ves Vo s)
|b) Via Vis V) \Ib)

Table 1.3.: Weak interaction eigenstates connected to mass eigenstates through
the unitary transformation, CKM matrix

1.2.2. Strong Interaction

OLduvapelg mou cuykpatouy ta quarks eykAwplopéva péoa ota adpovia ovopdlovrat
LoXUPEG SuvApeLg. Ot SuVAPELS auTEC tnyalouy amo évayv KBavTiko aptBuo twv quarks

TIOU OVOMAZETOL XPWHA, O OTIOLOC EXEL TIG €€ C LOLOTNTEG:

i. Ymapyxouv tpla €(6n poptiou ypwpua: R, G, B.
ii. K&dBe quark €xelL umoxpewTIkA éva amod Ta tpla autd doptia-ypwua (my. uR, uG, uB)
iii. 2 kaBe doptio avriotolel éva avtidoptio/cuUUMANPWUOTIKO XPWHA.

iv. KaBe anti-quark €xel uTOXPEWTIKA €va amo Ta TPl autd avtidpoptia (my. uRbar,
uGbar, uBbar)

v. H ouvimapén kat Twv tetwv GopTiwv/avTidopTiwy XpWHATWY SIVEL Un XpWHA

(Aeuko). Opolwe kal n cuVUTIAPEN XPWHOTOC-AVILXPWUOTOC.

‘Etol, kaBe quark xapaktnpiletal ektog anod to €idog tou (u, d, s, ¢, b, t) kat and To
doptio xpwpa Tou, HE AMOTEAECHA VO TpUTAACLAleTaL O aplBuog twv quarks. To eldog
Tou quark ovopadetal yevon (flavor). 2Tig loxup€g aAANAETIOPATELS TTNYA TWV LOXUPWY
nieblwv elval To poptio xpwpa mou €xel To kABe quark. Ta kBAavTa Twy Loxupwy medlwy
ovopalovtal ouykoANTeC (gluons) pe pndevikn pala kat spin=1.
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Ot loxupécg duvapelg petacy Svo quarks pmopouv va TeplypadouV e TNV aVTOAAOYN
gluons., onwg daivetal oto mapakdtw oxfua. Katd tnv avtohlayn eMITPEMETAL va
€XOUHE OAAOYN TOU XPWHATOG TwV quarks, av Kal To ouVoALko xpwua dlatnpeital o
K&Be koupo.

Ur Yo

4 Si gluon-gluon scattering
gluon exchange by 2 quarks

Fig. 1.1: gluon exchange between 2 quarks/2 gluons

Yridpxouv 8 gluons pe Ta e€RC xpwuaTa:

RG,RB, GR, GB, BR BG O

L (RR-GG) L (RR+GG-2BB)

V2 J6

Katd tnv avtoldayn gluons (1), ta avtiotoa quarks aAAG{oUV XpWHO EVW KATA TNV
avtoAAayr gluons (2) Ta avtiotoa quapks Sev aAAdlouv xpwia.

Yrdpxel TEAOG Kal 0 MAPAKATW cuVOLAoPOC (opBoywviog kat otoug 8 (1) & (2),

lu{ﬁ +GG+BB) ©)

V3

TIOU QmOTEAEL XpWHATIKA povaylkn kataotaon (color singlet), SnAadn dev €xel xpwua
Kall EMOUEVWG b€ pmopel var avtaldoetal PeTaty 2 quarks.



1.3. Extension of The Standard Model

To KaBlepwpévo Mpotumo elval pia amd Tig o eleypéveg Bewpleg katl pmopel va
neplypalel TIOANEG TTAPATNPNOELS OTOV TOUEQ TNG NAEKTPACBEVOUG Kal TNG LOXUPNAG
aAnAenibpaong. ‘Exouv OleoxBel moAEg akplBelc petprioelg yla va eleyxBel n
opBotnTa NG Bewplag kat, pExpL onuepa, xel anodelyBel cwaotr). H MoAL onuavtikn
ertuyia Tou KaBlepwpévou Mpotumou eivat o KaBopLopdg TN KN OUAANG LAYVNTIKAG
POTAG Tou nAektpoviou, n avakaAugn tou afovikou Brout-Enlert-Higgs (BEH) —
uroloviou to 2012 kat n mpoBAedn tou top quark to 1995.

e FEvomoinon twv duvapewyv

H peyaAutepn entuyia tou Kablepwpévou Mpotumou PéxpL onuepa, elval n evomoinon
NG NAEKTPOUAYVNTIKAG Kal TNG acBevoug Suvapung, n Aeyopevn nAektpacBevic. To 19°
ALWVA, N NAEKTPLKN KAl n poyvntiky duvaun evomownbnkav otn Bewpla TOU
nNAektpouayvntopoL anod tov Maxwell. Tov 20° awwva, avantuxdnke n Bewpla yla tnv
gvoroinon NAEKTPOUAYVNTIKAG  Kal aoBevic Suvaunc otnv nAektpacBevr), aAA& Oev
UTTAPXEL KAmola aflomiotn Bewpla yla TV evomoinon Pe tnv woxupn aAAnAenidpaon.
MNap’ OAa aUTA, AVOUEVETAL O€ KATIOLO TTOAU UPNAT eVEPYELa 0L SUVALELC QUTEG va Elval
EVOTIOLNMEVEG, KAL N evoroinon auth ondel avBépunta otnv KAlpaka evépyeLlag otnv
omola ol SUVALELC AUTES TtapouoLalovTal EEXWPLOTA.

e Baputiki Suvapun

H Tevikn Oewpla TG ZYeTKOTNTOG ToU Teplypadel tn Baputnta Oe umopsl va
nepypadel amo to KoabBiepwpévo Mpotumo emeldr pla kPavtwon Ttou Tmediou
Baputntac obnyel 0g LN KAVOVIKOTIOUOUEC amokAloglc. Autd elval to PBactko
TIPOPANUA Tou Tapapevel kal epmodilel to KM va yivel pila evomotlnuévn Bewpla mou
va e&nyel OAa Ta palvopeva oto ZUpmay.

e To mpofAnua tng Llepapxlog

To yvwoto mpofAnua Tng lepapxiag adopd tnv moAl peyain Stadopd UETAEL TNG
eVEPYELAKAC KAakac TS nAektpaoBevouc, e taénc tou 10% GeV kat tne kKA{pokag
Tou Planck tn¢ téaénc tou 10%° GeV, 6mou n Baputnta apxilel va naillel onpovtiko poAo.
2TO EVEPYELOKO QUTO KeEVO PETAlL Ttwv SUo Suvapewyv, dev €xouv TpoPAedBel veéa
dALVOUEVA. JUVETIWG, N OXETIKA MIKpr pala tou BEH umoloviou umovoel HeYAAEC
StopBbwoelg oto KIM, to omoio dev pumopel va e€nyroel to mapandvw mapadolo.
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e XKOTEWN'YAN

To KaBlepwpévo Mpodtuno Sev pmopel va €nynoeL Tn okOTEWVAR UAN KAl TN OKOTELWVN
evépyela. H okotewvy UAn 6ev aAAnAerdpd nAekTpopayvnTIKA pe tnv VAN kat dev
anoppodd, eKMEUTEL | avakAd to dwg. Etol elval moAU SUOKOAO va eviomLoTel. 2TO
Joumay, n taxutnTa mePLotpodnc Twv yohaflwyv Sev pmopel va umootnpifel tn
Baputnta Tou Onulovpyeital, dpa 6e pmopel va cuykpatouvtal povo amd Tn
Baputnta. MoTevEeTAL OTL KATIOLA [N AVIXVEVUOLUN UAN TIPoodEpeL TNV eTAEOV pdla
Tou Xpelaletal o autolC Toug yohatéieg, Snuloupywvtag €TI0l TNV EMUTPOOOETN
Baputnta mou amatte(tal ywa va ouykpatouvtal. Auth n Ayvwotn popdn UANG
OVOUALETOL OKOTEWVA UAN Kal LETPATOL HECW TNG aoBeVOUS BAPUTIKAC KAUMUAWONC,
Kat Bepwpeitat ot N pala Twv yoha&lwy amoteleital katd 80% amod okoTeLvr) UAN Kal
To undhouto 20% amod T ouvnBOlwopévn UAN. MeAéteg oe Supernova TUmou la
QTTOKAAUTITOUV TN SLAOTOAN TOU ZUUmavToc, odnywvTtag £T0L 0TNV avaykn Umapéng tng
OKOTEWVAG eVEPYELAC. Ymoloyiletal OTL Tepimou 10 68.3% TOU JUUMAVTOG OMOTEAELTOL
Qo OKOTELVI EVEPYELQA.

e Netpiva: pi€n kat pala

To KaBlepwpévo Mpotumo dev oupmepAapBAavel tn Lala Kat TIC TAAAVTWOELG VETPIVWV.
MNepthapBavel povo ta aplotepodotpoda apala VETpiva mou KatatdooovTal O€ TPELS
YEVLEC yeVoewv. ETal, Ta vetpiva 6 pmopouv va oxnuaticouv evén Yukawa kal dpa va
QTIOKTAOO0ULV Uala HECW TOU pnxaviopou BEH.

1.4. Proton-proton collisions

To mpwtovia amotehouvtal and dvo up quarks kat €va down quark, Ta omola
ovopddovtal quark oBévouc. EmumpooBeta, ta YKAOUOVLIOL CUVEXWG EKTTEUTTOVIOAL KO
ATOPPOPWVTAL LECA OTO IPWTOVLO TO OTol0 UMopEel emiong va Staxwplotel o (evyn g-
gbar, ta quarks BdAaocoac. H dtadikaocia auth yivetal oe €va TOAU LUKPO XPOVLKO
Stdotnua mou emutpénetal and tnv Apxry Anpoodloplotiag Tou Heisenberg. ‘OAa ta
TIAPATIAVW ATMOTEAOUV TA TPWTOVLA KAl O€ OUYKPOUOELS TIPWTOVIWV-TipwTtoviwy, U0 A
MAPAMAVW OUOTATIKA Twv TpwItoviwv aAAnAemubpolv kalt n Stadkaocia auth
ovopaletal hard scattering process. To. oud€tepa UTIOAE(UUOTO TG CUYKPOUONG TIOU
Se PpEpouv xpwpa ekméUmouV aktvoBolia ykAouoviwv mou odnyel 0To OXNUATIOUO
VEWV XPWHOTIKA oUOETEPWY adpoviwy Tou CUVBETOUV TO UTTOKE(EVO yeyovoc. Ta
YKAOUOVLO TTIOU €XOUV XPWHA KOL CUMHETEXOUV OTNV TAPATAVW OKESOON EKTTEUTIOUV
eniong aktwoPoAia mpLv Kat PETA TNV aAAnAemidpaon n omola avadEpeTal W aApXLKN
Kal TEAKA KaTdoTtaon akTvoBoAlag.
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Mia onuavtiki PeTofANT yia tnv meplypadr tng mopamavw okedaong slvatl n
EVEPYELA KEVTPOU UAlag, Tou opileTal wg:

Vs =/(p1 +p2)?

OToU p1 Kal p2 elvat ta tetpadiaviopata Twv U0 aAAnAoemdpwvtwy cwuatdiwy. Me
ta dedopéva tou 2016, n evépyela 0TO KEVTPO HALaG elvat ota Vs = 13 TeV.

H otyuaia odwtewotnta (Luminosity) L eival éva pé€tpo tou aplBuol Twv
aAnAemibpdoewy Twv cwpatidiwy oto xpovo Kat oplleTal wg:

ﬁl." f k‘B j\rg
AT €, 3*

omou y elval o mapdyovtag Lorentz, f n ouxvotnta, ks o aplBuog Twv ‘makeTwy’
owpatdiwv (bunches) mou €pyovtat otov avixveutn, Np 0 aplBOC Twv CUYKPOUCEWY
ava bunch, e, n KavovikomoLlnpévn eykapaoLa ekmournn, B* n cuvaptnon ylo to BRtatpo
oto onuelo aAnAenibpaong kat F o mapdyovtag EAATTwong mou odpelletal otn ywvia
HETAEL TwV OECUWY PWTOViwy oto onueio aAAnAenidpaonc. H Tl mou mpokUTTEL
a6 To OAOKARPWLA TNG GWTEVATNTAG OTO XpOvo [L dt elval éva uétpo thg moodTnTag
Twv debouévwy mou €xouv AndBel kal kataypadel o€ €va CUYKEKPLUEVO XPOVLKO
dlaotnua.

2Ta mepduata cUyKpouongc, avti va xpnolpomnole{tal n moALkr ywvia ¥ ota cuotruota
OUVTETAYUEVWY, Elval olvnBec va xpnotpomoleltal n wkutnta (rapidity) n omola divet
v (6la mAnpodopia kal opileTal wg:

b | =

y= i ETP
E — P2
A n Yeuvdo-wkutnta (pseudorapidity):

= —Intan —

1.5. Top quark physics

To top quark eivat To BapUtepo otolxelwdec ocwuatidlo mou Exel mapatnenBel e palo
npepiac 173.5 + 0.8 GeV/c?. MapatnprnBnke mpwtn ¢opd otov emtayuvtr Tevatron
(Fermilab, IL, US) to 1995. Eivatto 6eUtepo HUEPOC TNG aoBeVOUS SUTAETOC TOU isospin,
Tou oxnuotiletal pall pe to bottom quark, dp€pel nAektplkd doptio Q=+2/3 kat Tpitn
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ouvLloTwoa Tou Isospin Tz=+1/2. H mpoBAen Tou eixe yivel To 1977, QUEOWE LETA TNV
avakdAuyn Tou bottom quark.

Ye avtiBeon pe 6Aa ta unolouta quarks mou €xouv mapatnpnbel, o xpovog whg Tou
top, mepimou 5*102% s, elval TIOAU UIKPOG VLol VAL OXNUATIOTOUV SECULEC KATAOTAOELG
onw¢ ta top flavored adpodvia péow tng dadilkaciag tng adpavomoinong, n
KatooTdoelg oav To ttbar quarkonium.

H uétpnon twv WOlotTwyv Tou top quark Bewpeital plo akplBRg péTpnon Twv
Bewpntikwv MpoPAEPewv Tou Kablepwuévou Mpotumou. H pala tou top quark eival
tia amo tig ehevBepeg mapapétpoucg tou KM kat yU autoév to Aoyo, &g umopel va
nipoPAedpBel and ™ Bewpla. Ta top quarks elval uOBabPd oe apketeg Sladikaoleg
népav tou KabBiepwpévou TMpoTtumou, yla MapAdELYUO €PEUVEG YLloL TNV UTIOBETIKN
TETAPTNG YevIag SumAéta quarks mou Oev €xel akopa moapatnenBel, ta t' n b’ n
SLOOTIACELC UTIOBETIKWY UTIEPOUUUETPLKWY cwpaTdiwy (SUSY) énwg n dtdomaon tou
gluino og éva stop quark kat éva top quark: 9 — £t

Property Value
Mass 172 £ 0.9 (stat) £ 1.3 (syst) GeV
Lifetime ~ 5 x 10~ %5
Charge +2¢/3
B(t — b) Viy| > 0.998

Table 1.3.: Top Quark properties

1.5.1.  ttbar production

Ta top quarks mapayovtal pe SUO CUYKEKPLUEVOUC UNXAVIOUOUG: (euyn top-antitop
quarks (ttbar) mapayovtat péow g Loxupng aAnAenidpaong kat ta single top quarks
HEow tNC nAektpaoBevouc. H mapaywyn twv (euywv ttbar kuplapyel évavil g
Tiapaywyng evog uovo top.

Ta evyn ttbar mapayovtal pécw tng ocuVINENC ykAouoviwy kal Tng e€aiAwong qqbar.
H amattoluevn evépyela yla tnv mapaywyrn €vog (evyoug ttbar eival touAdylotov n
Sumhdaola Tng palog tou top. Epocov otov LHC ocuykpolovtal IPpWTIOVLA E TIPWTOVLA,
Ta anti-quarks elvat ta quarks Balacoac. 2e evépyela kevtpou palag 13 TeV, kat otov
avTloTolYO TAPTOVIKO YWPOo 0puNG, N luminosity ykAouoviou-ykAouoviou elvat
HeyaAUtepn amo tn luminosity twv quarks kal €tol n ovvtnén ykhouvoviwv elvat n
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kuplapxn Sladikacia kat To 95% Twv {guywyv MapayovIal €T0L, 0 avtiBeon pe tov
Tevatron (Fermilab, US) otov omoio cuykpolovtay mpwTovia LE aVTUTpWTIOVLA.

Ta leading order &laypappoata Feynman (LO) ywa autiv Tnv  mapaywyn
apouoLalovTal MoPaKATW:

4 BHOOOO00—— ¢ 9 —— t

4 TVOEOOOT————— 1 g L~ i
() () (d)

Fig.1.1: LO Feynman diagrams for ttbar production in LHC via (a) ggbar annihilation,
(b-d) via gluon fusion

TNV Mpooéyylon Born, n evepydc dlatoun g mapaywyng (euywv top-antitop o€
ouykpouotr] adpoviwv umopel va meplypadel pe tn Bonbela Twv TAPTOVIKWV
TIUKVOTATWY TiBavotntag Kol TnG evEPYoU SLATOUNG TN Stadlkaciog autnc:

1 1

o(s, m?) = E / d;ri/ dxj fl-(:ri.,(.:.?c)fj(;rj.,t.r?c)(r}j[:;—. .'."33.(\8{1..‘2)].
. 0 J0O
i'fj

ESw, mt elval n uala tou top quark, xi 0 AOyog TNG eVEPYELAG TOU ELOEPXOLEVOU
mpwtoviou TV omoia ¢épel To Maptovio, ol Seikteg i,j abpoilovtal mavw ota
elogpyopeva ykhouovia kal ta levyn quark-antiquark mou kuplapyouvtal amd TIC
nukvotnTeg mBavotntag (PDF). Autég umoAoyilovTal o€ KATOLO KAAGUATIKI KALUAKQ,
ur. H evepyog Slatopr| yla ta aAAnAoemibpwvta maptovia, Cij, LE OAOKANPWON 0€ OAO
TO POOIKO XWPO, €lval pa ocuvaptnon TNG HAlog Tou top, TNG EVEPYELOG TOU KEVTPOU
Ladog Vs kal tng otabepdg (evéng tng QCD, as. 2e uNAOTEPES TALELS, N TTAPTOVLK
evepyoc dlatopr e€aptdtal Kal anod TiG Wy, pr. Ot otabepéc Wy Kal Ws cuvABwe maipvouy
TIUEG OXETIKEG pe Tn dladikaoia otnv omola avadépovtal. Na mapaywyn ttbar n mo
ouvnBNng emAoyn elval Yr = pf = My, TapoOAo mou Sev elvat avaykaio cuvOrkn va sival
(oec petaél Toug oL oTaBEPEC QUTEC.

Ol YeTOBANTEG TIOU AVTITPOOWTIEVOUV PUOLKA peyEBN Sev Ba mpemel va eaptwvtal
anod Vv TAEN HeyEBOUG OE ULOL EMOVAKOAVOVIKOTIO oW Bewpla. Autd elval aAnBéc
HOVO VvV KOTA TOV UTIOAOYLOMO TWV HETABANTWY aUTWV cuumeplapBavovtal ol 6pot
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Slatapaxwy o OAEC TIC TALELS, KATL TO omolo Opwe elval aduvatov. JUVEMWCE TO
QmoTEAETHA TNG EDAPUOYHG UTIOAOYLOUWY O€ HLA TIETEPACHEVN TAEN £(vVal OUCLAOTIKA
€VOLC UTIOAOYLOMOG e pia texvnTh KAlpoka e€dptnong. MetaBdAlovtag tig KAIHakeg o
tia ouykekplpévn taén pumopet va §oBel elkdva tng evamopévovoag aefatdtntag otov
uTtoAoyLlopo Kal auth elvat n dtadikaoia mov akoAouBe({tal yla TNV mOcoTIKOTIoNoN
TWV OUOTNUATIKWY OGAAUATWY TTOU amoppEoLV amnod tnv e€dptnon and  tv  TAén
LeyEBouc.

1.5.2. ttbar decay

Ta top quarks kuplweg Staorwvtal oe W pmolovia kat b quarks. To KaBlepwuévo
Mpotuno npoBAenel B(t >bW) > 0.998 kat n mpoBAedn auth elval CUVETAG UE OTL €XEL
napatnenBel melpapatikd. O TpOMOC autoc SLAoTaoNg KUPLOPXEL OTIC AUECWC TILO
mbavéc Staondoelg t >Ws katt >Wd, amAa emetdn n Tun Tou | Vi | otov mivaka CKM
elvat oAU kovtd otn povada (|Vie| =0.89 +0.07) evw oL TIHEG TWV | Vis| Kat |Vid| elvat
TIOAU ULKPOTEPEC. Aev UTApYouv oudétepa pevpata alhayng yeuong o€ eminedo
Sévtpou oto KaBiepwpévo MpodTtumo, cuvenwg elval povo datvopeva vPnAdtepwy
TAEeWV. ALAOTIAOELG TWV OVOETEPWY PEVHATWY aAAayn g yevong, t —Xq, ormou X: g, v, Z,
H kat g: ¢c,, 6ev udiotavrtal o€ emninedo 6€évtpou oto SM, dpa KAl AUTEG UTTAPXOUV LOVO
o€ davopeva LPNAOTEPWY TAEEWV.

NG Cross section / pb
, v 09(+50 +33
14 Te\ 92039 +33
10Ty (117 +18
- Y 1p090+7 +9
7 TeV 1637 75

Fig.1.2: Theoretical production cross sections for ttbar. Calculations are based on a
top mass = 173 GeV and calculated at NNLO

H dtaomaon t >bW Bewpeital o0t npaypatonoleltal pe mocoto ~100%. Ta W pmopoulyv
va SlaomaoToUV (te AeMTOVIKA £(Te AdPOVIKA LIE TIC MTAPAKATW SLAOTIACELC:

®  NUI-AETTTOVIKEC, OTIOU TO €val W SLaoTiatal 0€ NAEKTPOVLO 1) LLLOVLO Kal TO GAAO
o€ (evyoc qqbar
tt — WHTW bb — (v qqbb.
® SI-AEMTOVIKEC, OTIOU OTNV TEALKH KATAOTAON UTIAPXOUV LOVO NAEKTPOVLA 1) KL
pLovia amno tig Stoomdoelg twv duo W
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tt — WTW~bb — (v (vbb.
o adbpovikég, oL SlaomAcelg ou Kat ta duo W dlaomwvtal og (evyn ggbar Kat
oTNV TEALKN KOTAOTACN UTIAPXOUV HoOvo quarks

tt — WTW™bb — qqqqbb.

2TO MaPakATW oxAua daivovtal kal Ta mocootd kabe Sidomaong.

Al jets 46%

etjets 15%

T+jets 15%

Fig.1.3: Approximate relative BRs for the decays of ttbar pairs

KabBe €va amd ta mapamavw KavaAlo Slaomacng €xeL TIAEOVEKTNUATA KOl
LELOVEKTNUATA YL TN HETPNON TwV WOLOTATWY Twv (euywy ttbar. AapBdvovtag unov
TG SlopBwoelg tng QCD, 45.7% OAwv twv leuywy ttbar dlaomwvtatl adpovikd, 43.8%
NUL-AETTTOVIKA Kat To uTtoAowto 10.5% SL-AemTOVLIKA.

AuTO onpaivel OTL To KavaAL pe tn peyalutepn adBovia €xel 6 quarks otnv umoypadn
Ta omola kataAnyouv o€ jets. Autd To kablotd Alyo SUuokoho va exwpioouv Ta top
quark yeyovota amo Tnv HeyaAn mocotnta Twv multi-jets yeyovotwyv umofaBpou mou
TAPATNPEOUVTAL O€ Evay adPoVIKO GUYKPOUOTH. To SL-AEMTOVIKO KAVAAL EXEL LA TTOAU
kaBapr urmoypadr pe SVo Aemtovia kal SUo jets aAAd o Aoyog Siaomaonc (branching
ratio) otn Staomacn tou top elvatl 0 UIKPOTEPOG amod OAa Ta Kavaila Stdomaong Kot n
umapén Twv SUo vetpivwy ta omola & pumopouv va LeTpnBolv AUECA OTOV AVIXVEUTH,
KaBLoTouv SUOKOAN TNV EMOAVAKATACKEUT TNG KLVNUATIKAC Tou top quark. To kavAaAL tng
NUAETTOVIKAG Stdomaong ouvOLlAlel TA TIAEOVEKTUATA HLAG TIANPOUC adPOVIKAG
Stdomaong kol plag mMARPOUS AEMTOVIKAG, adol o Aoyog Sidomaong elval OXETIKA
Heyalog, €xel kaBapr umoypadn Adyw tou GOoPTIOUEVOU AETITOVIOU OTO YEYOVOC Kol
AOYW Tou povadikou neutrino mou mpokUnTeL ano tn Stdonaon tou W. Auto to kablota
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gva evlladEpov KavaAl Tpog HETpnon. H umoypadry mou TPOKUTITEL amd TO
OUYKEKPLUEVO KavaAL Sldomaong mopatiBeTal mapakdaTw.

q

Fig.1.4: Top quark pair decay in the semi-leptonic channel

1.6. Importance of Top Quark Physics

O LHC elval to deltepo meilpapa oto omoio sival Suvatdv va oxnuatiotolv Ta top
quarks. H ¢uoikn twyv top quarks elval akopa €vo oxeTtikd véo medlo MEPAUATIKAG
€PEVVOC KAl AKOLA TO AMOTEAEOUATA Ao ToV Tevatron €xouv adroel apKeETA onuela
Ta omoia Ba prmopovoav va BeAtiwBouv. AuTto Kal Hovo mpoodidel kivntpo yla tnv
TIEPALTEPW HEAETN TWV PUBUWY Topaywync Kal Twyv WOLlotNTwy Touc. Ta top quarks
€XouV eMUTAEoV TN duvatotnTa va xpnotpomnolnBouv wg epyaieio Babuovounong tou
QVLYVEUTN KOl N TTapaywyr) touc Ba elvat onuavtikn yla tn peAétn tng Quaotkng Mépav
Tou KaBlepwpévou Mpotumou (Beyond Standard Model Physics).

1.6.1.  Calibration and Commissioning of the CMS

detector

AUVo TOAU onuavtikég Olaotdoel ¢ amodoong TOU  AVIXVEUTH KAl TNG
ETAVOKATOOKEUNC TOU yLa TN LEAETN Tou top quark elval to jet energy scale (JES) kat n
b-tagging performance, n anddoon dnAadn oto va avayvwplotel pe emtuyia éva b
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quark. To JES mepwypadel tnv afefatdtnta otn HETPNON TNC EVEPYELAC TWV
ETAVAKATOOKEVOOUEVWY jets, n omola e€aptdtal amod tnv anddoon TwWV KAAOPLUETPWV.
To b-tagging performance avadépetal otnv amodoTkotNTa TG aAvayvweLong Twv b-
jets, To omolo efaptatal Wlaitepa and tnv mapakoAovBnon tng tPoxLag (tracking).
Feyovota pe top quark pmopouv va xpnolporotnBolv yla €vav QmoTEAECUATIKO
UTTOAOYLOUO TWV TIOPATTAVW TAPAPETPWY. EMAéyovtag Si-Aemtovika yeyovota Ue top
quark, To éva b-jet umopei va tautonownBel kat To b-jet mou nmpokUTTEL amod To AAAO top
quark pmopel va xpnowdomownBel yla va efetaotel N AMOTEAECUATIKOTNTA TNC
Tavtomnoinong. Ta yeyovota pe AeTTOVIa+jets Umopouv va xpnotpomotnfouv yla va
uetpnBel to JES twv ehadpwv quakrs (u,d,s) pe meploplopd tn pala tou W mou
Staomatat adpovikad. Auto pnmopet va emektabel xpnolpomnowwvtag tn Lalo tou top mou
Staomatal adpovikd woTe va urohoylotet To Jet Energy Scale twv b-jets.

1.6.2. Top Quark as background to New Physics

Ma MoANEG €peuvec yia tn Quaoikn Mépav tou Kablepwuévou Mpotumou, n moapaywyn
kat n dtaomaon tou top quark amoteAel éva onuavtikd urtoBabpo. MepIKEC amd AUTEC
TIC MEAETEC €XOUV TOTIOAOYIEG YEYOVOTWY TIOU HOLAloUV TIOAU HE TA YEYOVOTQ TIOU
neplExouyv (evyn ttbar. Ol ueAéteg yla SM Higgs pe TEAIKEC KATOOTAOELG OwE H = TT,
WH, ttbarH yla mapadelyua, eival evaiobnteg oe unoBabpo ttbar. Mo TOAAA KavaAla
Tou koltddouv yla SUSY, n eA\eimouoa eykapola evépyela eival pla kpioun umoypadn
KaL N Katavonon Twv oupwv tne Fr oto cuotnua tthar eivat avaykala.
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Chapter 2

LHC and CMS Experiment

2.1. The Large Hadron Collider

The LHCis a 27km long superconducting accelerator machine housed at CERN, Geneva,
Switzerland. It occupies the tunnel formerly used by the LEP accelerator and is situated
between 45m and 170m below the Earth's surface. It is a proton-proton collider with a
design center-of-mass energy of p Vs = 14TeV. This is an order of magnitude greater
than its predecessor the Tevatron, which was a 1.96TeV proton-antiproton collider built
at Fermilab. The LHC is also to act as a heavy ion collider, accelerating lead (Pb) ions to
2.8TeV per nucleon. At the design center-of-mass energy of Vs = 14TeV the number of
bunches per beam will be 2808 with a bunch spacing of 25 ns and 1:15 *10*! protons
per bunch. The design luminosity is 10°* cmst. These specifications would mean that
the production of top quark pairs would reach the rate of approximately nine a second,
resulting in a true top factory". The production of such high luminosity precludes the
use of an antiproton-proton design. This means that to achieve two counter-circulating
beams of protons a magnetic system is required that provides opposite lines of flux for
each beam. The LHC uses a novel “twin-bore" magnetic dipole design where the
windings for both beams are housed in the same cryostat with the lines of flux running
in the opposite sense for the two beams.
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Figure 2.1: Layout of the Large Hadron Collider. In eight arcs and straight sections protons are
accelerated, focused and kept on their trajectory along the LHC beam line. Proton-proton
collisions take place at four interaction points

2.1.1. Experiments at LHC

There are four main detector experiments based at the LHC. The CMS and ATLAS (A
Toroidal LHC ApparatuS) experiments are general purpose detectors. ALICE (A Large
lon Collider Experiment) has been built to study heavy ion collisions during specified
heavy ion runs. LHCb (the Large Hadron Collider beauty experiment) is designed to
study CP violation and will make precision measurements of rare decays. CMS and
ATLAS, situated at diametrically opposite positions of the LHC ring, are built as
complementary detectors with the same measurements in mind. They are general
purpose detectors meaning they are designed to detect and measure as vast an array
of potential particles and signatures as possible. The detectors have full azimuthal
coverage with endcap sections closing in very close to the beam line. Their
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requirements include being able to make high precision measurements of Standard
Model processes, such as electro-weak physics or Top physics, but also be able to
potentially measure evidence for a potential zoo of particles that may yet lie in wait for
discovery. The advantage or requirement of two general purpose detectors is that one
experiment may confirm results of the other, whilst achieving similar aims but with
different technologies and methodologies.

LHC

LHCD

SPS

TI2
ATLAS CNOLS
Gran Sasso
1
I
AD
T2

BOOSTER

1SOLDE

East Area

PS

LINAC 2

Leir

LINAC 3
lons

» ion » neutrons » P (antiproton) = /antiproton conversion  » neutrinos  » electron

LHC Large Hadron Collider SPS Super Proton Synchrotron PSS  Proton Synchrotron

AD Antiproton Decelerator CTF=3 Clic Test Facility CNGS Cern Neutrinos to Gran Sasso  I1SOLDE Isotope Separator OnLine D
LEIR LowEnergylon Ring LINAC LINear ACcelerator n-ToF Neutrons Time Of Flight

Fig. 2.2: Acceleration chain for protons. Protons undergo subsequent acceleration steps, first,
in the Linac2, then in the Proton Synchrotron where bunches are formed and afterwards in the
Super Proton Synchrotron from where they are injected into the LHC ring. In the LHC ring the
proton bunches are accelerated to the nominal beam energy of currently up to 6.5 TeV
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2.2. The Compact Muon Solenoid Detector

The CMS detector is situated at about 100m underground near the French village Cessy
between the Jura mountains and Lake Geneva. It is distinguished by its large, high field
solenoidal magnet, a fully silicon-based inner tracking system and a homogenous
scintillating crystal-based electromagnetic calorimeter system. The coordinate system
has the z-axis pointing along the beamline towards the Jura mountains.

The design of CMS is motivated by both the physics program intended for the LHC,
primarily the goal of understanding the mechanism for electron-weak symmetry
breaking, and also the practical implications of dealing with such high luminosities. At
design luminosity up to 20 inelastic collisions can be expected in every 25ns readout
window, an issue known as pileup. If the detector and electronics response time is
greater than 25 ns, then this becomes a clear problem. A solution is to provide a high
granularity detector with good timing resolution, such that low occupancy is achieved
in the readout channels. This requires very good synchronization when dealing with
millions of detector channels. The high flux of particles also necessitates that the sub-
detectors and front-end electronics are radiation-hard.

To achieve the goals of the LHC physics program, the following conditions are required:

e Good muon identification and momentum resolution over a wide range of
momenta and angles, good dimuon mass resolution (~ 1% at 100 GeV), and the
ability to determine unambiguously the charge of muons with p < 1TeV.

e Good charged-particle momentum resolution and reconstruction efficiency in
the inner tracker. Efficient triggering and offline tagging of t 's and b-jets,
requiring pixel detectors close to the interaction region.

e Good electromagnetic energy resolution, good diphoton and dielectron mass
resolution ~1% at 100 GeV), wide geometric coverage, m° rejection, and
efficient photon and lepton isolation at high luminosities.

e Good missing-transverse and di-jet mass resolution, requiring hadron
calorimeters with a large hermetic geometric coverage and with fine
segmentation.

The design of CMS meets all these requirements.

The overall layout of CMS is shown in Figure 2.3 below.
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Superconducting Solenoid
Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Electromagnetic
Calorimeter

Compact Muon Solenoid

Figure 2.3: Schematic view of the CMS detector

Aninner tracking system sits up close to the beamline, providing the tracking of charged
particles and vertex reconstruction. This is surrounded by the calorimetry. These are
subdetectors whose role is to measure the energy of electrons, photons and hadrons.
Due to the different energy loss mechanisms of these particles there are two distinct
calorimeters: one for both electrons and photons and one for hadrons. The tracking
system and calorimetry is all housed inside the 4 Tesla solenoidal magnet which allows
for the measurement of the momentum of charged particles. The muon detection
system that comprises three main subdetectors lies outside the magnet.

2.2.1.The Coordinate System

CMS has adopted a coordinate system with the origin centered at the nominal collision
point, the y-axis pointing vertically upward, the x-axis pointing radially inward toward
the LHC center, and the z-axis pointing along the beam direction from LHC Point 5
toward the Jura mountains. The azimuth angle (¢) is measured from the x-axis in the x
— vy plane. The radial coordinate in this plane is denoted as r. The polar angle (8) is
measured from the z-axis. A quantity related to the polar angle, called the
pseudorapidity (n), is defined as

n = —In(tan(#/2)).
Values of n relative to the detector are shown in Figure 2.4. From this, the momentum

(P1) and energy transverse (Et) to the beam direction are computed from x and y
components. The quantity (Fr) measures the imbalance in energy measured in the
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transverse plane, hypothetically due to neutral, non-interacting particles, by vectorially
summing the component of energy from reconstructed objects which is transverse to
the beam axis and multiplying by a minus sign. This is so the vector points in the
opposite direction of the total reconstructed transverse energy, representing any
particle produced in the event which was not reconstructed. Since there is no activity
from the incident particles that is transverse to the beam, (£+) should ideally be zero,
requiring a transverse energy balance.

2.2.2. The Superconducting Solenoid Magnet

The solenoid for CMS has been designed to produce a uniform magnetic field of 4 T,
though it is limited to 3.8 T during operation to prolong its lifetime. The dimensions of
the solenoid are 6 m in diameter and 12.5 m in length, with a full-current stored energy
of 2.6 GJ. The magnetic flux is returned through a 10.000 metric ton yoke comprised of
5 wheels and 2 endcaps, which themselves contain three disks each. The cold mass of
the solenoid alone is 220 metric tons in mass, containing four winding layers of a
stabilized NbTi conductor. The use of four windings are unique to CMS when compared
to magnets used at previous experiments, which use only one winding. The greater
number of windings are required to produce such a high magnetic field, which requires
4.2 x 107 Amperes / turn to produce. As a result of the size and high field of the magnet,
the ratio between the stored energy and the mass is high (11.6 KJ/kg), causing a large
mechanical deformation (0.15 %) while energizing the solenoid. This is much larger
than values obtained by previous experiments.

2.2.3. The Inner Tracking System

The aim of the CMS tracking system is to resolve the trajectory of charge particles as
they traverse the detector and to provide high resolution vertex reconstruction. The
tracker consists of inner pixel layers surrounded by layers of silicon strip detectors. A
schematic of the tracker is shown below. The entire system has a total length of 5.8 m,
is 2.5m in diameter, and covers the pseudorapidity range |n| < 2.5. With an active
silicon area of approximately 200m2 it is the largest silicon tracker ever built.
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Figure 2.4: A schematic view of the CMS Inner Tracker, showing both pixel and strip
components

e Pixel Tracker

Due to the high particle flux in the innermost region of the tracker pixel detectors are
used to reduce the occupancy. The pixel tracker has three barrel layers (BPix) situated
at radius of 4.4, 7.3 and 10.2 cm. These are complemented by two disks of pixel
modules (FPix) at either end, situated at + 34.5 and + 46.5 cm from the nominal
interaction point in the z direction. The layout is designed to provide a minimum of two
hits per track. A schematic of the pixel layers is shown below.

n= n=1.0 n=1.5

i ”, -

: 7 .- _ n=1.8

P - -

g | 7 _ - _--f_-- n=20
5 | # - Y- --
& z - .- __- n=25

[ € , - h I -

Fa - - = - =
i -
! ’-* == : --"
@ e
Beam axis
IP

Figure 2.5: lllustration of the pixel detector in the r-z plane

Each pixel cell is 100 * 150 um? in size, providing similar resolution in both the barrel
and endcap regions. In total there are 66 million pixels, with a total surface area of 1m?.
The high granularity means an occupancy of 10 per pixel per bunch crossing is
expected. The Lorentz drift of electrons in the pixels results in the signal charge
spreading across more than one pixel. With the analog pulse height being read out an
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interpolation is possible providing a spatial resolution of 15-20um. This analog readout
also aids the distinction between noise and signal hits.

Figure 2.6: The CMS Pixel detector in its default configuration

Figure 2.7: Example layer of the CMS pixel barrel detector
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e Silicon Tracker

The silicon strip tracker surrounding the pixel detector is composed of three different
subsystems. The Tracker Inner Barrel (TIB) and Disks (TID) are composed of four layers
of strips in the barrel extending from a radius of 20 cm to a radius of 55 cm, with three
disk layers at each end. The strips in the TIB have a pitch of 80 (120) um in layers 1 and
2 (3 and 4), resulting in a single point resolution of 23 um (35 um).

The TIB/TID system is surrounded by the Tracker Outer Barrel (TOB). This contains six
layers of strips with a pitch of at most 183 um. The spatial point resolution is 35-53 _m.
The system extends out to a radius of 116 cm, and + 118 cm in z. Finally, the Tracker
Endcaps (TEC) contain nine disks of silicon sensors with radial strips between 97 um
and 184 um average pitch. This extends out to + 282 cm in z, and has a radius of 22.5
to 113.5 cm. The occupancy expected in the inner barrel regions is approximately 2-
3%. This falls to ~1% in the outer regions.

The operational temperature of the silicon tracker is -10°C, which is required in order

to reduce the effects of noise. The total power dissipation in the tracker is nearly 60
kW. To maintain the operational temperature CMS uses a mono-phase liquid cooling
system using perfluorohexane, C6F14. This is used both to refrigerate the pixel and
silicon sensors, and to screen the tracker from the ECAL which operates at a
temperature of 18+4 °C. CsF14 has a low viscosity and high volatility making it ideal in
the case of accidental leaks. The cooling system provides 77m3 per hour of C6F14,
corresponding to a cooling capacity of 128 kW. In addition, the total tracker volume
(25m3) is flushed with pre-chilled nitrogen gas, at a rate of up to 25m?>per hour.
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Figure 2.8: The Silicon Tracker Inner Barrel and Inner Disk detectors with service
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2.2.4. The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is a detector designed to measure the energy
of particles produced in electromagnetic interactions, specifically electrons and
photons. It is designed to be as hermetic and homogeneous as possible, and contains
61,200 lead tungstate (PbWO4) crystals in the barrel, and 7,324 crystals in each of two
end caps on either end of the barrel. To facilitate the discrimination between neutral
pions and photons in the endcap region, a preshower detector is placed in front of the
endcaps. Particles striking the detector produce photons in the crystals that are
collected using avalanche photodiodes in the barrel and vacuum photodiodes in the
endcaps. Using high density crystals allows for a detector which is fast, has fine
granularity in the n - ¢ plane, and is radiation hard. The ECAL central barrel covers a
pseudorapidity range of |n| < 1.479. while the ECAL endcaps cover a range of 1.479 <
In| <3.0.

Crystals in a Preshower
supermodule

Supercrystals

Preshower

End-cap crystals

Figure 2.7: A schematic view of the CMS ECAL

The photodetectors used are the avalanche photodiodes for the barrel region and
vacuum phototriodes for the endcaps. The use of high density crystals makes this
calorimeter fast, with a fine granularity and good radiation resistance. Its good energy
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resolution (as provided by a homogeneous crystal calorimeter) enhances its chances to
detect the decay of Higgs Boson to two photons.

The energy resolution for this Electromagnetic Calorimeter system can be described by

equation:
(J-E 2 _ .q 2 4'\\"' 2 2
(E)—(7§)+(5)+C

where S is a stochastic term which depends on photostatistics, lateral shower
containment and fluctuation in energy deposited in the preshower absorber. N is the
noise term, with contributions coming from electronic noise, digitization noise and
pileup. Cis a constant term due to non-uniformity in the longitudinal light collection,
intercalibration errors and leakage of energy from the back of the crystals.

ECAL (EE)

Figure 2.8: Transverse section of the ECAL

ECAL Preshower

The principle aim of the preshower is to identify the decays of neutral pions to photons
which could mimic a H—>yy signal if two neutral pions are incident in the forward region.
The photons from a neutral pion decay can be very close together in the forward region
and with the crystals alone they can look like one very high energy photon (as might be
expected from a possible Higgs decay) rather than two lower energy photons. The
preshower provides the extra resolution to tell if a high energy photon is actually two
lower energy photons. The pre-shower is situated in the fiducial region 1.653 < |n| <
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2.6. It is a sampling calorimeter using a layer of lead radiators, to initiate
electromagnetic showers, and silicon strip sensors, with a width of 2mm situated
behind the radiators, to measure the energy deposited. There are two such layers of
lead and strip sensors in order to provide a two-coordinate measurement of incident
particles. The total width of the preshower is 20cm.

o(E)/E (%)

1 | S= 2.8 (%) (GeV)T N
1 N=0.12 (GeV)
08F | C=0.3 (%)

0.6~ .
0.4} T

0.2}

i 1 1 1 11 1 1 1 11 1 I ]
% 50 100 150 200 250
E (GeV)

Figure 2.9: Energy resolution measured on a test beam of electrons

2.2.5. The Hadronic Calorimeter

The Hadron Calorimeters (HCAL) are very important for the measurement of hadron
jets and transverse missing energy due to neutrinos or exotic particles. The Hadron
Calorimeter Barrel and Endcaps are placed between the Electromagnetic Calorimeter
and the inner of the magnet coil. This collocation limits the total amount of material
which can be put to absorb the hadronic shower. This is the reason why an outer
calorimeter is placed outside the solenoid. The n range covered by the Hadron Barrel
(HB) calorimeterisupto |n| <1.3. To extend thisrange to |n| <5.2 a Forward Hadronic
calorimeter is added outside the Barrel calorimeter Endcaps. The HB consists of 36
azimuthal wedges which forms two half barrels HB+ and HB-. Each Wedge is composed
of absorber plates (one 40-mm-thick front steel plate, eight 50.5-mm-thick brass plates
and one 75-mm-thick back steel plate) and active scintillating medium. The total
absorber thickness is 5.82 interaction lengths (A)) at 90° and increases with polar angle
0 as 1/sinB and reaches a value of 10.6A; at |n| = 1.3. The plastic scintillator is divided

into 16 n sectors, resulting in a segmentation (An, Ad) = (0.087, 0.087). The energy
resolution of HCAL is:
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Figure 2.10: A schematic view of the HCAL Endcap detector.
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Figure 2.11: Longitudinal view of CMS. Marked are the barrel and endcap hadronic
calorimeters (HB, HE) and the outer (HO) and forward (HF) sections.
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2.2.6. The Muon System

One of the central themes in the design of CMS is the muon detection system. One of
the key decay modes of the postulated Standard Model Higgs boson is a decay to ZZ or
Z7*, in which the Zs(Z*) then decay to muons. The resulting 4-muon final state is key
because, in addition to the relative ease in reconstructing muons, muons suffer less
radiation losses than electrons. This and other searches necessitated wide angular
coverage for muon detection. The muon system has three functions: muon
identification, muon momentum measurement, and triggering. To achieve these
functions three different technologies are used to cope with the different background
rates and magnetic fields the subdetectors have to withstand. These technologies are
Drift Tube Chambers, Cathode Strip Chambers, and Resistive Plate Chambers. High
momentum resolution and triggering are enabled by the high-field magnet and the flux-
return yoke. The yoke also acts as an absorber of hadrons to aid the identification of
muons. The muon system is the outermost detector at CMS, with the idea being that
muons, which are minimum ionizing particles, will pass through the bulk of inner
material minimally perturbed, while other particles will be contained within their
respective detectors. As with other detectors, the muon system uses both a barrel and
endcap design. The barrel, covering a pseudorapidity range of |n| < 1.2, contains drift
tube chambers organized into four stations. These stations are interspersed among the
layers of the flux return plates, meant to act as absorbent material for muon
identification. The first three stations contain eight chambers (divided into two groups
of four), oriented parallel to the beam axis to perform measurements in the r — ¢
bending plane, and an additional four chambers oriented orthogonally to the beam
axis, which provide measurements along the z direction. The fourth station is without
the z-measuring chambers. The chambers are separated as much as possible to provide
the best angular resolution.
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Figure 2.12: A schematic of a drift tube chamber with drift lines and isochrones

The endcaps of the muon system (0.9 < |n| < 2.4) use cathode strip chambers (CSC,
Figure 2.20) to perform measurements. This is due to the higher expected rates of both
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muons and background, and the non-uniform magnetic field in this region. The CSCs
provide fast response times with fine segmentation and resistance to radiation. Each
endcap contains four stations of CSCs aligned perpendicularly to the beam line and
interspersed among the flux return plates. The CSCs provide precision measurements
in the r — ¢ bending plane. The anode wires of the CSCs run approximately
perpendicular to the strips, and are read out in order to provide measurements of both
n and beam-crossing time for the muon.
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Figure 2.13: A schematic of a cathode strip chamber

An additional system utilizing resistive plate chambers (Fig. 2.14) is also installed in the
muon system which acts as a dedicated muon trigger system. The RPCs are useful for
triggering as they provide fast, highly-segmented measurements with a sharp Pt
threshold over |n| < 1.6. RPCs are double-gap chambers which ensure good operation
even at high rates. A total of six-barrel layers contain RPCs, two in each of the first two
stations, and one in each of the last two. The redundancy in the first two station allows
for the ability to trigger on low-Pt muons that may stop before reaching the outer
stations. In the endcap region, a plane of RPCs is placed in each of the first three
stations to allow the trigger to use coincidences between the RPCs and CSCs in order
to reduce background and improve time resolution, as well as Pt resolution.
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Figure 2.14: A schematic of a resistive plate chamber

2.2.1. Triggering and Data Acquisition

LHC provides high rate proton-proton collisions. There will be one bunch crossing every
25 ns (40 MHz). At a luminosity of L = 10%* cm™ s there will be an average of 20
interactions per bunch crossing. Since it is impossible to store such an amount of data
(100 TByte/s), a drastic rate reduction must be achieved. The CMS trigger system is
responsible for this rate reduction.

The triggering system at CMS utilizes a two-step approach:

e A set of custom-designed, programmable electronics called the Level-1 (L1)
trigger, which reduces the event rate to tens of kHz.

e A software system operated on a filter farm containing a vast number of
processors, called the High-Level Trigger (HLT), which reduces the event rate to
approximately 100 Hz.
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Figure 2.15: Diagram illustrating the workflow of L1 Trigger

The Level-1 Trigger System

The Level-1 trigger system is a hardware-based triggering system. Custom-made
integrated circuits and electronics provide low-level event and object reconstruction
mechanisms. Muons are reconstructed from hits in the muon system while electrons
and jets are reconstructed from energy depositions in the calorimeter above a certain
threshold. The Level-1 trigger system is very fast because it evaluates the detector
information only locally. There are no correlations between the subdetectors and the
time-consuming track reconstruction in the inner tracking system is not used.

The High-Level Trigger System

At a rate of 100 kHz the full detector information for a given event can be transferred
through the readout system to a local computing farm. There, the events are processed
by the High-Level Trigger system. All sub-detector channels are read out for the High-
Level Trigger and the information between the sub-detectors is correlated. The time-
consuming tracking which is not used in the Level-1 trigger is available and used in the
High-Level Trigger. The event reconstruction algorithms that are used by the High-Level
Trigger are more sophisticated than those of the Level-1 Trigger and close to the offline
event reconstruction. For a given run a certain list of trigger paths is defined which
specify different sets of software modules for the event reconstruction and filters
which decide based on pre-defined conditions if an event is written out to the storage
system or is discarded. An example for a top quark physics specific trigger path is
discussed in Section 5.1.1. At an event rate of 300 Hz events are selected by the High-
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Level Trigger and then transferred for full event reconstruction and permanent storage
to the Cern Tier-0 centre, a computing infrastructure.
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Figure 2.16: Architecture of the CMS DAQ System

2.2.8. Computing at CMS

CMS has adopted a distributed computing model in order to cope with the
requirements for storage, processing and analysis of the huge amount of data the
experiment will collect. In the CMS computing model, resources are geographically
distributed and operated by means of Grid Software. The CMS Event Data Model (EDM)
is centered around the concept of an Event. This is a C++ container that provides access
to all information recorded from an individual bunch crossing, as well access to new
data derived from it. This includes raw digitized data such as deposits in the ECAL
crystals, subdetector base elements such as ECAL superclusters, and higher level
elements such as electron objects. The origins of raw data are stored, as well as the
provenance of all derived data types. In addition to physics data, detector conditions
such as temperature, calibration constants and alignment conditions are also stored.

2.2.9. CMS Data Model

Various levels of data format are available in CMS which differ primarily in the amount
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of information available in each; in each case their physical format is still the ROOT file
type. This is to allow flexibility while providing data formats small enough to allow for
practical storage at many storage centers. CMS makes use of several different event
formats:

RAW format: contains fully recorded detector readout information along with
trigger information. The RAW format is used for offline reconstruction to
convert detector information into physics objects, such as electrons, muons,
photons, and tracks. The RAW data is permanently archived in safe storage,
designed to occupy 1.5 MB / event. An extension of the RAW format is also used
for simulated datasets, which occupies 2 MB / event, due to additional Monte
Carlo truth information.

RECO format: Reconstructed data produced by applying pattern recognition
modules to RAW data. The result is physics objects which may be used in physics
analyses in addition to reconstructed inputs (detector hits, energy clusters) to
these objects.

AOD format: Analysis Object Data, which is a compact form of the RECO format.
It is meant to be easily transportable and storable, while providing all the
necessary information for a typical physics analysis. An extension of this format,
AODSIM, is used for simulated datasets, and provides pertinent Monte Carlo
truth information needed by the average user.

DQM format: Data Quality Monitoring, which is information used to determine
the quality of both simulated events and real collision data by comparing the
information, in histogram form, to some centrally defined reference.
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Chapter 3

Trigger Selection and Event

Reconstruction

3.1. Trigger Selection and Datasets

For current Analysis, the data of 2016 in Integrated Lumonisity of 37 fb™* was used.

The Monte Carlo sample of powheg-pythia8 was used as nominal signal file. Additional
Monte Carlo simulation samples are used to estimate systematic uncertainties due to
variations in the factorization scale and in the matrix element to parton shower
matching threshold. Finally, the QCD multijet background was estimated using a data-
driven technique.

The triggers used for selecting events require high Pr, multijet events with at least two
jets having medium to high b-tag discriminator selection criteria.

Details about Datasets and Triggers are presented later, in 4.3.1.

3.2. Object Reconstruction

To perform physics analysis on CMS data the EDM framework produces several objects
with close representations to their physical counterparts. Electron and muon objects
represent the physical leptons. Neutrinos, or any non/weakly interacting particle which
escapes the detector are closely related to the missing transverse energy objects
available in the event. Tauons and hadonic particles manifest themselves as jet objects.
Any charged particle can also be associated with track objects from the Tracker.
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3.2.1.Kinematic Variables

For particles and reconstructed objects, we define some kinematic variables:

e Transverse momentum Pt
pr = /P2 + P2,

where px and py are the momentum projections of the particle/object on the axes
perpendicular to the direction of the particle beams;

e Rapidity y

E + p.

| .
n E—p.

o | -

¥y =

where pz is the component of the momentum of the particle/object along the axis of
the particle beams and E is the energy;

e Pseudorapidity n

n=—In {tﬂll (g)]

where 8 is the azimuth angle measured with respect to the axis perpendicular to the
horizontal plane passing through LHC. It can be shown that rapidity distributions, i. e.
the number of particles per unit rapidity, dN/dy, are invariant under Lorentz boosts
along the z direction. In the limit of momenta much larger than the mass of a particle,
the rapidity converges to pseudorapidity:

lim y = 1.
|;J1 = '

The pseudorapidity of a particle is a purely geometrical quantity, it only depends on the
polar angle 8, but not on the particle mass.

e Jetinvariant mass Mjet
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Mijetr = VIII(Z P,)z.

where Pi are the four-vectors of all i particles clustered into the jet, assuming a pion
mass for all charged hadrons.

For this analysis, a common practice will be followed; work in natural units where the
reduced Planck constant ~ and the speed of light in vacuum c are set to 1:

h=c=1.

Factors of h and c can always be restored by dimensional analysis.

3.2.2. Hadronic States

Quarks and gluons produced in hard scattering of partons in pp collisions manifest
themselves as hadronic jets. A detailed understanding of the jet energy calibration and
resolution is of crucial importance and is a leading source of uncertainty for many
analyses with jets in the final state. A brief description of CMS jet reconstruction
algorithms, jet energy calibration techniques and the jet energy scale uncertainties are
presented below.

3.2.2.1. Reconstruction of Hadronic Jets

Four types of jets are reconstructed at CMS depending on the input to the jet clustering
algorithm: calorimeter jets, Jet-Plus-Track (JPT) jets, Particle-Flow (PF) jets, and track
jets. Jets are reconstructed using the anti-kT clustering algorithm with the size
parameter R = 0.5. To evaluate their performance, in Monte Carlo simulations,
generated jets (Genlets) or particle jets are reconstructed as well by applying the same
jet clustering algorithm to all stable generated particles.

Calorimeter jets are reconstructed using energy deposits in the calorimeter towers,
where calorimeter tower consists of one or more hadronic calorimeter (HCAL) cells and
the geometrically corresponding electromagnetic (ECAL) crystals. The Jet-Plus-Track
algorithm exploits the excellent performance of the CMS tracking detectors to improve
the Prresponse and resolution of calorimeter jets. For each track in the jet, the average
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expected calorimeter energy is subtracted and the momentum measured in the tracker
is added to the jet. For the tracks which are bent out of the jet cone due to magnetic
field the momentum of the track is added to the jet. PF jets are reconstructed from the
list of particles reconstructed using particle-flow algorithm. The jet momentum and
spacial resolutions are improved with respect to the calorimeter jets, since the use of
tracking detectors and excellent ECAL granularity allows to resolve and precisely
measure charged hadrons and photons inside jets.

3.2.2.2. Energy Calibration of Hadronic Jets/Jet Energy Correction

Due to the non-uniform and non-linear response of the CMS calorimeters the jet
energy measured in the detector is typically different from the corresponding particle
jet energy. Furthermore, electronic noise and additional pp interactions in the same
bunch crossing (event pile-up) leads to extra unwanted energy. The purpose of the jet
energy correction is to relate, on average, the energy measured for the detector jet to
the energy of the corresponding particle jet. CMS has developed a factorized multi-step
procedure for the jet energy calibration (JEC). The correction is applied as a
multiplicative factor to each component of the raw jet four momentum vector p raw u
as shown in Equation below:

corrected Faw

P,ii = -I”,l! : C".f-_f&f'-"(.lr";"ml] ) CU(‘(J”F" rl') . Cu-f“]} ’ Cufl.s[!}?' )

where P1'is the transverse momentum of the jet after applying offset correction and
Pr” is the transverse momentum of the jet after all previous corrections. Coffset is the
offset correction derived using the jet area method. For each event, an average Pt
density p per unit area is estimated which characterizes the soft jet activity and is
contamination of the underlying event, the electronic noise and the pile-up. The MC
calibration, CMC, is based on the simulation and corrects the energy of the
reconstructed jets such that it is equal to the energy of generated MC particle jets. It
removes the bulk of the non-uniformity in n and the non-linearity in P1. The residual
corrections Crel and Cabs for the relative and absolute energy scales, respectively, are
derived using data driven method, using dijet and y/Z+jets events, to account for the
minor differences between data and simulation.
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3.2.2.3. CSV Algorithm

The presence of a secondary vertex and the kinematic variables associated with this
vertex can be used to discriminate between b and non-b jets. Two of these variables
are the flight distance and direction, using the vector between primary and secondary
vertices. The other variables are related to various properties of the system of
associated secondary tracks such as the multiplicity, the mass, or the energy.
Secondary-vertex candidates must meet the following requirements to enhance the b

purity:

e secondary vertices must share less than 65% of their associated tracks with
the primary vertex and the significance of the radial distance between the two
vertices has to exceed 30

¢ secondary vertex candidates with a radial distance of more than 2.5 cm with
respect to the primary vertex, with masses compatible with the mass of KO or
exceeding 6.5 GeV/c 2 are rejected, reducing the contamination by vertices
corresponding to the interactions of particles with the detector material and by
decays of long-lived mesons

e the flight direction of each candidate has to be within a cone of AR < 0.5
around the jet direction.

The Combined Secondary Vertex (CSV) algorithm — used in this analysis —
involves the use of secondary vertices, together with track-based lifetime
information. By using these additional variables, the CSV algorithm provides
discrimination also in cases when no secondary vertices are found, increasing
the maximum efficiency with respect to the so-called “Simple Secondary
Vertex” algorithms — these using only the flight distance as discriminating
variable. In many cases, tracks with an impact parameter significance SIP — that
is the ratio of the IP to its estimated uncertainty — that is > 2 can be combined
into a “pseudo vertex”, allowing the computation of a subset of secondary-
vertex-based quantities even without an actual vertex fit. Finally, when even
this is not possible, a “no vertex” category reverts to track-based variables and
the discrimination is conducted in a way similar to that of the track-based
algorithms. Therefore, the CSV algorithm uses the following set of variables with
high discriminating power and low correlations (of course, in the “no vertex”
category only the last two variables are available): ¢ the vertex category (real,
“pseudo,” or “no vertex”);

« the flight distance significance in the transverse plane (“2D”);
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¢ the vertex mass;
e the number of tracks at the vertex;

e the ratio of the energy carried by tracks at the vertex with respect to all tracks
in the jet;

e the pseudorapidities of the tracks at the vertex with respect to the jet axis;

e the 2D IP significance of the first track that raises the invariant mass above
the charm threshold of 1.5 GeV/c 2 (tracks are ordered by decreasing IP
significance and the mass of the system is recalculated after adding each track);

e the number of tracks in the jet;

e the 3D IP significances for each track in the jet.

Two likelihood ratios are built from these variables. They are used to
discriminate between b and c jets and between b and light-parton jets. They are
combined with prior weights of 0.25 and 0.75, respectively. The CSV algorithm
has evolved into the CSVv2 (Combined Secondary Vertex version 2 ) algorithm
in Run 2. Just like the CSV, the CSVv2 is based on secondary vertex and track-
based lifetime information. Despite this, the new version of the CSV algorithm
combines the variables using a neural network instead of a likelihood ratio to
produce a discriminator csv, and the secondary vertex information is obtained
with the Inclusive Vertex Finder algorithm. The operating point values for the
loose, medium and tight tagging criteria are set to 0.460, 0.800, 0.935,
respectively. The b-tagging efficiency measured in MC events is corrected using
scale factors in order to reproduce the efficiency measure in data.
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Fig. 3.1: Performance of the b jet identification algorithms demonstrating the
probability for non-b jets to be misidentified as b jet, as a function of the efficiency to
correctly identify b jets. The absolute performance in this figure serves as anillustration
since the b jet identification efficiency depends on the pT and n distribution of the jets
in the topology as well as the amount of b jets from gluon splitting in the sample.

3.2.3. Reconstruction of Missing Transverse Energy

The missing transverse momentum, Emiss', is reconstructed as the negative of the vector
sum of the transverse momenta of all final-state particles reconstructed in the
detector. There are three distinct algorithms developed in CMS to reconstruct Emiss': PF
Emiss', Calo Emiss', and TC Emiss'. PF Emiss' is calculated from the reconstructed PF
particles, Calo Emiss' is calculated using the energies contained in calorimeter towers
and their direction, relative to the center of the detector, to define pseudo-particles,
and TC Emiss' is based on Calo Emiss', but the response and resolution is improved using
tracks reconstructed in the inner tracker. A three-step correction is devised to remove
the bias in the Emiss' scale due to the non-linearity of the response of the calorimeter
for neutral and charged hadrons, caused by event pile-up, large bending of low Pt tracks
due to strong magnetic field in CMS, etc.. The correction procedure relies on the fact
that Emiss' can be factorized into contributions from jets, isolated high Pr photons,
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electrons, muons and unclustered energies. The jet energy scale corrections are
propagated Emiss' using the so called "type-I" correction:

EHH.!.&_.:'“Jr'e'c'n’e'ul . Eum.\_ru.«u ):'rwr:-re-.! jets }nm jers
X} Ty Z JrJ.I:.L';:I ;f.[.\..\']
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In order to correct for the soft jets below the threshold used for "type-1" correction and
energy deposits not clustered in any jet, a second correction can be applied to the
unclustered energy, which is called "type-II" correction. This correction is obtained
from Z—>ee events. To reduce the dependency of Emiss' on event pile-up, a so called
"type-0" correction has been developed only for PF Emiss’. For each pile-up vertex the
expected missing neutral momentum is calculated using an improved PF candidate to
vertex association technique and added it vectorially to PF Emiss.

3.3. Particle-Flow Algorithm

Stable particles are identified with the Particle Flow (PF) algorithm that reconstructs
each individual particle with an optimized combination of information from the various
elements of the CMS detector. The energy of photons is directly obtained from the
ECAL measurement, corrected for zero-suppression effects. The energy of electrons is
determined from a combination of the electron momentum at the primary interaction
vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and
the energy sum of all bremsstrahlung photons spatially compatible with originating
from the electron track. The energy of muons is obtained from the curvature of the
corresponding track. The energy of charged hadrons is determined from a combination
of their momentum measured in the tracker and the matching ECAL and HCAL energy
deposits, corrected for zero-suppression effects and for the response function of the
calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained
from the corresponding corrected ECAL and HCAL energy. For the measurements
presented jets are reconstructed by clustering PF particles using the anti-kT (AK) jet
clustering algorithm, with a distance parameter R = 0.5 (AK5 jets). For the boosted
topologies, jets are clustered with a larger opening angle corresponding to R = 0.8 (AK8
jets). When clustering the particles in jets, isolated electrons and muons as well as
charged particles associated with other interaction vertices are removed. Jet
momentum is determined as the vectoral sum of all particle momenta in the jet. Jet
energies are calibrated to correct for the different detector response as a function of
the transverse momentum and pseudorapidity of the jets. Furthermore, an offset
correction is applied to jet energies to consider the contribution from additional
proton-proton interactions within the same bunch crossing. Jets should lie within the
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tracker acceptance, hence pseudorapidity |n| < 2.4, and have a transverse momentum
exceeding 20 GeV.

The flavor for jets in the simulated events is determined by re-clustering the jet
constituents including also the generator-level hadrons and partons. The re-clustering
is performed in such a way that the re-clustered jet four-momenta are identical to the
original jets. The jet flavor is then determined based on the flavor of the clustered
hadrons (or partons) inside a jet giving priority to the b flavor when at least one b
hadron is present. In the absence of a clustered b hadron, priority is given to the c flavor
in case a ¢ hadron is found. If there are no b and c hadrons clustered in the jet, it is
considered as light flavor unless a b (or c) quark is clustered in the jet in which case the
jet will be considered as b (or c) jet.

Particle Flow Event Reconstruction

The particle-flow event reconstruction algorithm aims at reconstructing all stable
particles in the event by combining information from all CMS sub-detectors. The
algorithm optimizes the determination of particle types, directions and their energies.
The resulting list of particles are then used to reconstruct higher level objects such as
jets, taus, missing transverse energy, to compute charged lepton and photon isolation,
etc. The basic elements of the particle-flow event reconstruction are the charged
particle tracks reconstructed in the central tracker and the energy clusters
reconstructed in electromagnetic and hadronic calorimeters. The charged particle
tracks are reconstructed using an iterative tracking strategy, with both a high efficiency
and a low fake rate for charged particle momentum as low as 150 MeV/c. The energy
clustering is performed in each sub-detector of the calorimeters separately using a
specific clustering algorithm, developed for particle-flow event reconstruction, which
aims for a high detection efficiency even for low energy particles and separation of
close energy deposits. These basic elements are then connected to each other using a
link algorithm to fully reconstruct each single particle, while removing any possible
double counting from different detectors. The algorithm produces “blocks” of elements
linked directly or indirectly. The particle-flow algorithm is finally used to reconstruct
and identify a set of particles from each block of elements. Charged hadrons are
reconstructed from the tracks in the central tracker. Photons and neutral hadrons are
reconstructed from energy clusters in calorimeters. Clusters separated from the
extrapolated position of tracks in the calorimeters constitute a clear signature of these
neutral particles. A neutral particle overlapping with charged particles in the
calorimeters can be detected as a calorimeter energy excess with respect to the sum
of the associated track momenta. The resulting list of reconstructed particles constitute
a global description of each event, available for subsequent physics analysis.
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3.4. B-jet Identification

The properties of the b-hadrons are used to identify hadronic jets originating from the
fragmentation of b-quarks. These hadrons have relatively large masses, long lifetimes,
and daughter particles with hard momentum spectra. Their semileptonic decays can be
exploited as well. The reconstruction and identification of a set of particles from each
block of elements is finally performed by the particle-flow algorithm. The resulting list
of reconstructed particles constitutes a global description of each event, available for
subsequent physics analysis.

3.4.1. CMS Algorithms

CMS has developed a variety of algorithms to identify b-quarks based on variables such
as the impact parameter of charged particle tracks, the properties of reconstructed
decay vertices, and the presence of a lepton, or the combination of the above
information]. Each of these algorithms produces a single discriminator value for each
jet. The minimum thresholds on these discriminators define loose (“L"), medium (“M"),
and tight (“T") working points corresponding to the mis-identification probability for
light parton jets of approximately 10%, 1%, and 0.1%, respectively, at an average jet pT
of 80 GeV/c. The impact parameter (IP) of a track with respect to the primary vertex is
calculated in three dimensions by taking the advantage of the excellent resolution of
the pixel detector along the z axis. The sign of the IP is defined as the sign of the scalar
product of the vector pointing from the primary vertex to the point of closest approach
with the jet direction. While the IP values of the tracks originating from the decay of
particles traveling along the jet axis tend to have positive values, the IP of prompt tracks
can have positive or negative values. The impact parameter significance SIP, defined as
the ratio of the IP to its estimated uncertainty, is used as a discriminating observable.
The simplest algorithm based on the track impact parameter is called Track Counting
(TC) algorithm which sorts tracks in a jet by decreasing values of IP significance. The
Track Counting High Efficiency (TCHE) and Track Counting High Purity (TCHP) algorithms
use the SIP of second and third ranked track as the discriminator value. The IP
information of several tracks in a jet are also combined to provide better discriminating
power. The Jet Probability (JP) algorithm uses an estimate of the likelihood that all
tracks associated to the jet come from the primary vertex. The Jet B Probability (JBP)
algorithm gives more weight to the tracks with the highest IP significance, up to a
maximum of four such tracks, which matches the average number of reconstructed
charged particles from the b-hadron decays. The presence of a secondary vertex
provides the most powerful discrimination between b and non-b jets. The kinematic
variables of the secondary vertex such as flight distance, direction, track multiplicity,
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mass or the energy are used in the b-tagging algorithms. The Simple Secondary Vertex
(SSV) algorithm uses the significance of the flight distance, the ratio of flight distance
to its estimated uncertainty, as the discriminating variable. A more complex algorithm,
the Combined Secondary Vertex (CSV) algorithm, involves the use of secondary vertices
together with track based lifetime information to provide the most efficient
discrimination between b and non-b jets.

3.4.2. Reconstructed  objects used in  b-jet

identification

Jets are clustered from objects reconstructed by the particle-flow algorithm. This
algorithm combines information from all subdetectors to create a consistent set of
reconstructed particles for each event. The particles are then clustered into jets using
the anti-kT clustering algorithm with a distance parameter of 0.5. The raw jet energies
are corrected to obtain a uniform response in n and an absolute calibration in pT.
Although particle-flow jets are used as the default, the b-jet tagging algorithms can be
applied to jets clustered from other reconstructed objects. Each algorithm described in
the next section uses the measured kinematic properties of charged particles, including
identified leptons, in a jet. The trajectories of these particles are reconstructed in the
CMS tracking system in an iterative procedure using a standard Kalman filterbased
method. Details on the pattern recognition, the track-parameter estimation. A “global”
muon reconstruction, using information from multiple detector systems, is achieved by
first reconstructing a muon track in the muon chambers. This is then matched to a track
measured in the silicon tracker. A refit is then performed using the measurements on
both tracks. Primary vertex candidates are selected by clustering reconstructed tracks
based on the z coordinate of their closest approach to the beam line. An adaptive vertex
fit is then used to estimate the vertex position using a sample of tracks compatible with
originating from the interaction region. Among the primary vertices found in this way,
the one with the highest S(p track T) 2 is selected as a candidate for the origin of the
hard interaction, where the p track T are the transverse momenta of the tracks
associated to the vertex. The b-jet tagging algorithms require a sample of well-
reconstructed tracks of high purity. Specific requirements are imposed in addition to
the selection applied in the tracking step. The fraction of misreconstructed or poorly
reconstructed tracks is reduced by requiring a transverse momentum of at least 1
GeV/c. At least eight hits must be associated with the track. To ensure a good fit, ¥
2/n.d.o.f. < 5is required, where n.d.o.f. stands for the number of degrees of freedom
in the fit. At least two hits are required in the pixel system since track measurements
in the innermost layers provide most of the discriminating power. A loose selection on
the track impact parameters is used to further increase the fraction of well-
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reconstructed tracks and to reduce the contamination by decay products of long-lived
particles, e.g. neutral kaons. The impact parameters dxy and dz are defined as the
transverse and longitudinal distance to the primary vertex at the point of closest
approach in the transverse plane. Their absolute values must be smaller than 0.2 cm
and 17 cm, respectively. Tracks are associated to jets in a cone AR < 0.5 around the jet
axis, where the jet axis is defined by the primary vertex and the direction of the jet
momentum. The distance of a track to the jet axis is defined as the distance of closest
approach of the track to the axis. In order to reject tracks from pileup this quantity is
required to be less than 700 um. The point of closest approach must be within 5 cm of
the primary vertex. This sample of associated tracks is the basis for all algorithms that
use impact parameters for discrimination. Properties of the tracks and the average
multiplicity after the selection (except for the variable plotted) are shown in Fig. 1. The
uncertainties shown in this and all following figures are statistical unless otherwise
stated. The data were recorded with a prescaled jet trigger in the second part of 2011
when the number of pileup events was highest. The jet pT threshold was 60 GeV/c. The
distributions show satisfactory agreement with the expectations from simulation. The
track multiplicity and the lower part of the momentum spectrum are particularly
sensitive to the modelling of the particle multiplicity and kinematics by the Monte Carlo
generator, as are other distributions such as the number of hits in the innermost pixel
layers. Detector effects that are not modelled by the simulation, such as the dynamic
readout inefficiency in the pixel system, can also contribute to the remaining
discrepancies. The b jets in these events tend to be close in space and can be
inadvertently merged by the clustering algorithm, resulting in a higher average track
multiplicity per jet. The combinatorial complexity of the reconstruction of the decay
points (secondary vertices) of b or ¢ hadrons is more challenging in the presence of
multiple proton-proton interactions. In order to minimize this complexity a different
track selection is applied. Tracks must be within a cone of AR = 0.3 around the jet axis
with a maximal distance to this axis of 0.2 cm and pass a “high-purity” criterion. The
“high-purity” criterion uses the normalized x 2 of the track fit, the track length, and
impact parameter information to optimize the purity for each of the iterations in track
reconstruction. The vertex finding procedure begins with tracks defined by this
selection and proceeds iteratively. A vertex candidate is identified by applying an
adaptive vertex fit, which is robust in the presence of outliers. The fit estimates the
vertex position and assigns a weight between 0 and 1 to each track based on its
compatibility with the vertex. All tracks with weights > 0.5 are then removed from the
sample. The fit procedure is repeated until no new vertex candidate can be found. In
the first iteration the interaction region is used as a constraint in order to identify the
prompt tracks in the jet. The subsequent iterations produce decay vertex candidates.
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3.4.3. B-tagging in Boosted Topology

High-mass resonances with a final state containing b quarks are predicted by various
models of new physics. They may decay into top-quark pairs or Higgs bosons, and if
they have a large enough momentum (” boosted topologies”), their decay products are
very collimated, resulting in a small angular distance AR between them, and ending up
clustered in a single fat jet. Boosted topologies are usually reconstructed and
interpreted using jet substructure reconstruction methods such as top/W/Z-tagging
algorithms. Algorithms of b-tagging in the jet substructure can significantly improve
the sensitivity of these methods.

3.4.3.1. b-tagging in jet substructure

One important reconstruction parameter is the size of the jet, which needs to be
optimised to include all decay products, depending on the jet pT . Two cases have been
studied in detail: for top-tagging, the use of the HEPTopTaggeralgorithm, which is based
on Cambridge/Aachen jets of size R = 1.5 (CA15), is investigated. The fat-jet
substructure is identified by undoing the CA algorithm clustering. For Higgs-tagging, the
focus is on CA jets of size R=0.8 and the jet substructure is described by pruned jets.
Algorithms of b-tagging can then be applied on the fat jet or on its substructure
components, the second option giving the best performance.

3.4.3.2. Performance measurement

Measurement of b-tagging efficiency in boosted topologies is challenging, and needs
specific treatment since results on standard jets are not necessarily applicable to
boosted objects. For Higgs-tagging, efficiency is measured using LT method on different
control samples to study the performance of b-tagging both on fat jets and subjets. The
agreement found between data and simulation is compatible with what is observed in
non-boosted topologies. A modified implementation of the FTC method has been
developed to measure the btagging efficiency in boosted top-quark events and results
show that the simulation reproduces the b-tagging efficiencies in data equally well in
boosted and in nonboosted top-quark events.
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3.4.4.  Soft Drop Technigue

Here a tagging/grooming method called soft drop declustering is described. Like any
grooming method, soft drop declustering removes wide-angle soft radiation from a jet
in order to mitigate the effects of contamination from initial state radiation (ISR),
underlying event (UE), and multiple hadron scattering (pileup). Given a jet of radius Ro
with only two constituents, the soft drop procedure removes the softer constituent
unless

i B
Jof ST T min(pr1, pra2) AR1o
Soft Drop Condition: mmipri, pr2) > Zeut

Pr1+ P2 Ry

where pti are the transverse momenta of the constituents with respect to the beam, A
R12 is their distance in the rapidity-azimuth plane, zcut is the soft drop threshold, and

[ is an angular exponent. By construction, Equation above fails for wideangle soft

radiation. The degree of jet grooming is controlled by zcut and B, with f = oo returning
back an ungroomed jet. For > 0, soft drop declustering removes soft radiation from
a jet while still maintaining a fraction (controlled by B) of the soft-collinear radiation.
For B <0, soft drop declustering can remove both soft and collinear radiation. For a jet
to pass the soft drop procedure, it must have at least two constituents satisfying the
Equation. Thus, in this regime, soft drop acts like a "tagger", since it vetoes jets that do
not have two well-separated hard prongs.

The soft drop declustering procedure depends on two parameters, a soft threshold zcut
and an angular exponent B, and is implemented as follows:

1. Break the jet j into two subjets. Label the resulting two subjets as j1 and j2.

2. If the subjets pass the soft drop condition equation above, then deem j to be
the final soft-drop jet.

3. Otherwise, redefine j to be equal to subjet with larger pt and iterate the
procedure.
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Fig. 3.1: Scheme of the soft drop declustering method.

This algorithm helps to get the true mass and eliminate the extra particles not coming
from the original jet.
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Chapter 4

Analysis

Aim of this analysis is the total and fiducial cross-section measurement of total top
quark production in the all hadronic final state.

4.1. Observables and Measurement Techniques

411, Inclusive cross-section

The most inclusive observable to measure particle production is the inclusive (also:
total) production cross section. The inclusive cross section is a measure of the
production probability in the full kinematic phase space of the production processes.
As phase space, the space of all possible final state configurations in top-quark events
with all possible four-momenta consistent all conservation laws is implied. The first
cross section measurements performed in the top-quark sector, both at the Tevatron
and the LHC, were inclusive ttbar cross sections Ottbar.

All cross-section measurements start with a basic selection of candidate events to
suppress background while retaining a large fraction of signal events in the data
sample. After the event selection the simplest way to extract ow is to perform a
‘counting experiment’:

;*‘\'rtop — J"\«'Tbkg

[Ldt-e

C-rt_ —

where Niop and Nbkg are the number of top-quark events and background events, [Ldt
is the integrated luminosity and e the efficiency to detect top-quark events in the full
phase space. While counting experiments are simple and robust, the need for absolute
predictions of the signal efficiency and background level limits their precision. More
precise cross section results can be obtained by exploiting the kinematic properties of
the final state particles. The shapes of kinematic distributions are determined for the
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signal and all background processes and stored in discretized form in template
histograms. The sum of template histograms for the signal and background processes
is then fitted to the data using maximum-likelihood (ML) methods. Fitting kinematic
distributions in signal-enriched and background-enriched regions simultaneously
allows for better constraints on the background level, resulting in reduced statistical
uncertainty of the result. At the same time additional systematic uncertainties arise
due to the limited knowledge of the shapes of kinematic distributions. In more
sophisticated fitting procedures, also the shapes of kinematic distributions are allowed
to vary within their uncertainties. The top-quark production cross section and its
uncertainties may then be determined either from a multi-parameter profile likelihood
ratio fit, or the uncertainties are estimated using pseudo-experiments.

4.1.2. Fiducial Cross-Section

The need to know the absolute efficiency makes measurements of inclusive cross
sections model-dependent. The efficiency € in Equation stated in previous section, may
be factorized into the detector acceptance and the detection efficiency of final state
particles within the detector acceptance. While the detection efficiency can be
calibrated using data to high accuracy, a determination of the detector acceptance, i.e.
the ratio of detectable events to all events, requires an (often large) extrapolation to
the full phase space of the ttbar final state. The extrapolation is usually performed using
simulated data samples and hence depends on the MC model on which the simulation
is based. This model dependence can be reduced by measuring the cross section in a
restricted (“fiducial") region of the phase space that closely resembles the detector
acceptance. Typical phase space requirements include the detector's pseudorapidity
range and a minimum transverse momentum of analysis objects. The fiducial phase
space is usually defined in the MC simulation on the particle level, after the particles
hadronize but before they decay. The fiducial cross section can then be extrapolated
to the full phase space by employing the predictions of different MC models.

4.2. Statistical Methods

Analysis of top-quark events often relies on advanced statistical methods, many of
which are based on the maximume-likelihood (ML) principle. Sophisticated statistical
methods are employed in several analysis steps, in order to maximize the precision of
measurements or the sensitivity of searches for BSM physics. Examples include the
selection of physics objects and entire events, the classification of the selected events
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as either signal or background, and the extraction of physics information such as model
parameters from the data.

4.2.1. Maximum-Likelihood Method

A typical task in physics data analysis is to extract model parameters from data. The ML
method solves this task by first constructing the likelihood function L(ji) as the product
probability densities P (x;|f) for single measurements x, given the true parameter
vector [i:

() =[] P

The ML estimator of fi is the maximum of the likelihood function, usually determined
by minimizing -In L(i). For discretized (“binned") data distributions, P is the Poisson
distribution of the number of events in each bin given the number of events expected
from the model. The model expectation is usually obtained from simulated data and
represented as bins of a template histogram. The model parameters [i estimated with
the ML method are the normalizations of the histograms, which are in turn
proportional to the total number of events expected from the model. Unbinned data
distributions can be fitted with continuous probability density distributions, e.g.
constructed by kernel-density estimates.

In more sophisticated ML models used with binned data further parameters are added
that describe the influence of systematic uncertainties on the normalizations and
shapes of the template histograms. The model parameters are then split into the
parameter(s) of interest” E and additional “nuisance parameters” 5. 1n a Bayesian
approach, a-priori knowledge, for example from auxiliary measurements, is used to
constrain 8. To obtain an estimate of the parameters of interest and their
uncertainties, the nuisance parameters can be either profiled or marginalized. Profiling
means that the profile likelihood ratio
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is minimized instead of the original likelihood. The numerator of the profile likelihood
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ratio is the minimum of the likelihood function at a fixed value ofE, where the nuisance
parameters assume the values 5, the denominator is the global minimum of the

likelihood function, with parameter values ﬁ and 8. Inthe marginalization approach the
likelihood function is integrated numerically, typically with MC methods. The
parameters of interest are then extracted from the projections of the likelihood
function on these parameters (“marginal distributions").
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A frequentist method to deal with systematic uncertainties is to perform ensemble
tests by drawing pseudo-experiments (also: “toy experiments", “MC experiments").
Many random variations of distributions are generated and the entire analysis chain is
performed on each variation. The variance of the results is a measure of the
uncertainty. Examples of software tools used in top-quark physics that include the
above sophisticated ML methods are RooFit/RooStats shipped with ROOT, which were

used for this analysis.

One way of interpreting measurements of top-quark properties is to compare the BSM
physics prediction for an observable with the corresponding SM prediction. The
statistical method applied in the comparison is called hypothesis test. First the null
hypothesis Ho(e.g. SM) and the alternative hypothesis Hi(e.g. BSM) are formulated and
a test statistic is constructed that is able to discriminate between Hoand Hi. A popular
choice of the test statistic is the ratio of likelihoods for the vector of measurements X,
given Hoor Hi:
L(z|H,)

r(F) = —2r20]

L(z|H,)

From the observed value of the likelihood ratio robs, the significance for the hypotheses
is obtained.

4.3. Event Selection

4.3.1. Triggers, Datasets and Selection Criteria

The data used for this analysis were collected during the 2016 LHC run of pp collisions
at 13 TeV, corresponding to an integrated luminosity of 37 fbei. They were stored in
ROOT files as trees that contain all the relevant information on the major physics
objects reconstructed in the detector (jets, leptons, photons, tracks). For the scope of
this analysis, two triggers were used.

HLT _AK8DiPFJet280 200 TrimMass30_BTagCSV_p20 v trigger was used as Signal
Trigger and HLT_AK8DiPFJet250 200 TrimMass30 v trigger was used as Reference
Trigger.
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More specifically, Signal Trigger:

is a “High-Level Trigger” (HLT), which means it is able to reduce to about 1 kHz
the collision rate of the proton bunches. It is used after another trigger, called
“Level 1” trigger, which previously reduces by a factor of 1000 the original
collision rate, which is of 40 MHz at LHC. A HLT trigger is implemented in
software running on a farm of commercial computers which includes about
16,000 CPU cores and exploits the same sophisticated software used for offline
reconstruction and analysis, optimized in order to comply with the strict time
requirements of the online selection

selects two “AK8 jets”, i.e. wide jets reconstructed with a larger than usual
clustering parameter (R = 0:8), whose pT is at least 280 GeV for the leading one
and at least 200 GeV for the second. These jets are reconstructed through the
“particle-flow” (PF) algorithm, which aims at identifying and reconstructing
individually each particle arising from the LHC proton-proton collision

selects a value of the so-called “trimmed mass” greater than 30 GeV. Jet
trimming can achieve significant improvements in event reconstruction
mitigating sources of contamination in jets initiated by light partons such as the
initial state radiation, multiple interactions and pileup

requires at least one b-tagged jet.

In the Figure below, the triggers used are shown.
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Fig. 4.1: Signal and Reference trigger (i.e. the selected ones) used for this analysis.

Info regarding trigger paths is stored in TriggerBit array in dataset used.
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For the initial vast number of events to be sized down, so that only interesting ones
should be saved, a simple selection should be made. The set of cuts used in creating
the initial root file are stated below.

Pre-Selection Criteria:

e Soft Drop Mass of the two leading jets is > 50 GeV
e JetPt of first and second leading jet is > 200 GeV
e At least one of the sub-jets in both leading jets is b-tagged

No trigger cuts were used in pre-selection of events.

For the scope of this analysis, a set of specific selection cuts was used.

Selection Criteria:
Events should pass the following selection criteria in order to be accepted:

e atleast two jets must be present

e full hadronic final state is needed

e High PT dijet events with at least two jets with Pt>400GeV are accepted so that
top decay products are collimated

e Both leading jets must be in the Top Mass window, 70<jetMassSoftDrop<300
GeV (i.e. jetMassSoftDrop is jetMass after removal of soft radiation)

e mva > 0.8 for the scope of this multi multivariate analysis. Mva is a fisher
discriminant demanding jets to have a sort of ‘substructure’, since top quarks
decay into W bosons and b quarks.

All the above events should also pass the reference or signal trigger.

B-Tagging Selection Criteria:

Events with O btag, 1 btag and 2 btags are distinguished and stored separately for
further analysis; an additional cut of category=0/1/2 is used for selecting jets with
0/1/2 b quarks included.

The selection criteria are presented in detail below.

e Atleast 2 jets present in final state
e Noisolated leptons in final state
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e PT of sub-leading jet must be over 400 GeV

e Trigger selection (signal or reference)

e Soft drop jet’s mass for both leading jets in 70-00 GeV window

e Category for identifying the number of btagged subjets (0,1 or 2)
e mva cutis applied on 0.8

By choosing the selection criteria listed above, the Electroweak background and
the single-top background are efficiently decreased.

Datasets

The Monte Carlo datasets used in this analysis are shown below. Each dataset has
been produced using different parameters so that the process of ttbar decay will
be simulated. The scope of this analysis is the extrapolation of data from the fiducial
phase space to the full phase space.

TT_TuneCUETP8M2T4_13TeV-powheg-pythia8.root (Nominal)
Smeared TT TuneCUETP8M2T4_13TeV-powheg-pythia8.root
SmearedUp_TT _TuneCUETP8M2T4_ 13TeV-powheg-pythia8.root
SmearedDown_TT_TuneCUETP8M2T4_13TeV-powheg-pythia8.root
ShiftedUp_TT_TuneCUETP8M2T4_13TeV-powheg-pythia8.root
ShiftedDown_TT _TuneCUETP8M2T4_13TeV-powheg-pythia8.root
TT_TuneCUETP8M2T4up_13TeV-powheg-pythia8.root
TT_TuneCUETP8M2T4down_13TeV-powheg-pythia8.root
TT_TuneCUETP8M2T4 13TeV-powheg-isrup-pythia8.root
TT _TuneCUETP8M2T4 13TeV-powheg-isrdown-pythia8.root
TT_TuneCUETP8M2T4 13TeV-powheg-fsrup-pythia8.root
TT_TuneCUETP8M2T4 13TeV-powheg-fsrdown-pythia8.root

Table 4.1. Data and Monte Carlo files (nominal and variations) used for this
Analysis
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4.3.2. Trigger Efficiency

Trigger Efficiency is stated as the fraction of number of events that pass the offline
selection criteria along with the reference trigger over the ones that only pass the
offline selection criteria.

events passing the trigger & offline criteria

efficiency = - . —
events passing the offline criteria

If offline reconstruction was identical to the online one, the efficiency would be close
to 1. The existence of a trigger means though that in the end, the collected events are
the ones that successfully pass the trigger; a redefinition of trigger efficiency should be
considered.

The final trigger efficiency used is as shown below:

events passing the trigger & offline criteria & and the reference trigger

efficiency = - - —— -
events passing the offline criteria & the reference trigger

Reference and Signal Triggers used in this Analysis, are described earlier in 4.1.

More specifically, trigger efficiency e is stated as:

N pass

i“""rof

e =

where Npass is the fraction of events that pass the selection criteria, while Ntot is the
whole sample of events, so, e should be as close to 1 as possible.
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Fig.4.2: ratio of PT of 2™ Jet of events passing the reference and signal triggers over
the ones passing the reference trigger

The trigger efficiency of the above triggers is presented below.
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Fig. 4.3: Trigger efficiency of signal trigger used for this Analysis. The fitting function
used was 1/(1+exp((x-m)/o)* with values m=300 and 0=50
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The distributions of jetPt and eta are displayed below.
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Fig 4.6: eta distributions for the two leading jets

All Monte Carlo simulated files and dataset as displayed in Table 4.2 have been
processed in order for the needed plots to be created. The plots were stored in extra
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root files for further investigation. The selection criteria are the ones stated in Table
4.1 before.

e Soft Drop Jet Mass of first two leading jets: jetMassSoftDrop
e Jet mass for first two leading jets

e mva variable

e jetTaul,2,3

All the above plots have been stored separately if O, 1 or 2 bjets are included.

4.4. Multivariate Analysis

In high-energy physics, with the search for ever smaller signals in ever larger data sets,
it has become essential to extract the most of the available information from the data.
Multivariate classification methods based on machine learning techniques have
become a fundamental ingredient to most analyses. Also the multivariate classifiers
themselves have significantly evolved in recent years. Artificial neural networks (ANNs)
are computing systems inspired by the biological neural networks that constitute
animal brains. The human brain has approximately 100 billion neurons, which
communicate through electro-chemical signals. The neurons are connected through
junctions called synapses. Each neuron receives thousands of connections with other
neurons, constantly receiving incoming signals to reach the cell body. If the resulting
sum of the signals surpasses a certain threshold, a response is sent through the axon.
The ANN attempts to recreate the computational mirror of the biological neural
network, learning to do tasks by considering examples. An ANN is based on a collection
of connected units called artificial neurons. Each connection between neurons can
transmit a signal to another neuron. The receiving neuron can process the signals and
then signal downstream neurons connected to it. Neurons generally have states
represented by real numbers between 0 and 1. Typically, neurons are organized in
layers. Different layers may perform different kinds of transformations on their inputs.
Signals travel from the first input to the last output layer, possibly after traversing the
layers multiple times, as shown in Fig. 4.4. Each circular node represents an artificial
neuron and an arrow represents a connection from the output of one neuron to the
input of another.
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Fig. 4.7: The ANN structure

The original goal of the neural network approach was to solve problems in the same
way that a human brain would. Over time, attention focused on matching specific
mental abilities, leading to deviations from biology such as backpropagation, or passing
information in the reverse direction and adjusting the network to reflect that
information.

Inputs of our neural network as shown in Fig. 4.5 below.
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Fig. 4.8: ANN architecture and comparison between ROC curves for three different
analysis methods.

4471 What is mva?

The ANN training consists in finding transfer functions from one node to another in a
way to provide separation between signal and background. During the training the
network is told which events are to be considered signal (i.e. ttbar) and which events
are to be considered background (i.e. QCD), then ANN is trained to recognize signal and
background events based on a neural network output mva which ranges between 0 and
1, with signal events clustered towards mva =1 and background events shifted towards
mva = 0. Fig. 4.6. shows the output of the multivariate training.
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Fig. 4.9: mva distributions after the training.

Both signal and background events are requested to satisfy the previous selection,
except for the b-tagging. Our analysis aims to the mva region close to 1, where the ttbar
signal significantly emerges from the background, and with the additional request for
two b-tagged jets, as occurs in the all-jets boosted topology.
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The MVA output layer of the neural network is thus a variable which considers the
specific characteristic of the signal events and can be used as the last request for our
events. Therefore, we need to evaluate a minimum value of the mva beyond which we
accept the events, and this is performed by a maximization approach of the ratio
between S and VB (SVB). This optimal minimum value of mva should allow us to have a
good signal-to-noise ratio S=B but also a sufficient amount of candidate events that
passed the request.

4.4.2. N-Subjettiness

Substructure information can be further leveraged by using a parameter called
Nsubjettiness. The N-subjetiness algorithm defines variables TN, where N is the
number of subjet axes, as follows:

™ = dlDZpE x min(ARy;, ARy ;. ... ARy ;)

where ARj,iis the distance between the subjet axis j and the candidate jet i. Normalizing
term do, takes printo account, with do=2PtiRo, and Rois the distance parameter (R) used
in the jet clustering algorithm (R = 0.8 for CA8 jets).

N-subjettiness can be used to distinguish between top and non-top jets because
hadronic top jets should have three subjet prongs whereas the QCD background will
preferentially have one prong. A tnvalue near O means the jet likely has N subjets or
fewer; a value near 1 means the jet likely has more subjets. The ratio of t3/12 (known as
132 and itself bound between 0 and 1) has been shown to provide much better
discrimination between top and QCD than either 13 or T2and is used in this analysis.

The N-subjettiness distributions for 11,2,3 (i.e. jetTaul,2,3 for the two leading jets) are
shown in Fig. 4.10 below.
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Fig. 4.10: jetTaul,2,3 distributions for two leading jets

4.4.3. Defining optimum mva cut

A usual technique for systematic uncertainties to be tested and verified is the
generation of ensemble tests (i.e. ‘pseudo-experiments’), called ‘toys’. The kinematic
variable used for this Analysis is the Soft Drop mass of the two leading jets, so since the
Maximum Likelihood fit is applied on this variable, it has to be tested for any possible
unhandled systematic bias. Randomly generated distributions of a variable can be
created for the entire Analysis to be based on that. The variety of outcomes is an index
that represents uncertainty.

When generating pseudo-experiments to test the properties of a fitting algorithm that
includes constraints, it is necessary to understand which parameters to fluctuate, and
how to fluctuate them. The method used is to fluctuate the event rate according to a
Poisson distribution with fixed mean, and separately to fluctuate the constraining value
according to its Gaussian distribution.

Generating a variable x as a Gaussian distribution for N times, with mean = m and sigma
=0, a standard Gaussian distribution will be extracted with mean=0and o =1, i.e. ‘Pull’
distribution. The pull distributions actually represent the existence or not of a possible
systematic bias which will eventually affect all following measurements, since they are
based on the specific kinematic fit. So, pull distributions must be verified.

Regarding this Analysis, a number of 10.000 toy experiments was generated with
specific values for Nsignal and Nbackground, for different values on mva cut.
Eventually, a pull distribution is expected assuming no bias is present.
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mva > Nit- Nacp
0.4 11200 25300
0.5 10500 18100
0.6 9500 12100
0.7 8400 7200
0.8 6900 3600
0.9 4600 1050

Table 4.2: Number for Signal and Background used in toys
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Fig 4.11: Pull distributions for ttbar signal and QCD background, for mva>0.8
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Fig 4.12: Pull distributions’ relative error mean and sigma, for mva>0.8

As expected, all distributions are standard Gaussian with mean = 0 and standard
deviation = 1; a significant bias is absent. The same process was followed for all cuts on
mva; final results are presented below.
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Fig 4.13: Pull distributions” mean and sigma for all mva cuts for ttbar Signal (top) and
QCD background (bottom)

An optimum value for mva cut would require the least Relative Error; such plot is
presented below.
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Fig 4.14: Signal’s Relative Error for all cuts on mva
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From all above distributions, an optimum cut on mva would imply a Pull distribution of
mean as close to 0 and sigma as close to 1 as possible, along with the least relative
error. A combination of the above is complete after also maintaining the best Signal
over Background ratio, as shown in following plot.
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Fig 4.15: ttbar and QCD multijet yield for the nominal selection cuts after requiring 2
btagged subjets present in final state

Considering all the above information, the mva cut on 0.8 is decided and applied for
the whole Analysis.

4.5. Background Modelling

In order to measure the ttbar production cross section, both the signal and the
background distributions are needed. While the signal distribution can be directly
obtained from the ttbar sample with the selection of two b-jets, the estimation of the
background distribution is a more difficult issue. First of all, background events can be
extracted from data or reconstructed from QCD simulations, but it is preferable to use
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the actual data rather than QCD samples, thus avoiding possible simulation biases.
However, in doing so, it is necessary to ensure that the background model we extract
from the data is compatible with the expected QCD one. The estimation of QCD
background is uncertain because of the uncertainty in the cross section of QCD multijet
processes, so we need a proper technique that is able not only to reject as much as
possible QCD multijet processes, but also to extract the absolute normalization of the
background yield. This can be performed using the soft-drop mass of the two leading
boosted jets. The background distribution is derived from data with the selection of no
b-tag, in such a way to suppress the presence of signal events as much as possible, and
should have a shape similar to the one derived from QCD events with the same no b-
tagging request.

A QCD closure test is perfomed and shown in Fig. 4.8 below. The QCD multijet
background’s shape doesn’t change under special requirements regarding the
existance of a b-tagged subjet.
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Fig. 4.16: QCD yield for 0, 1 and 2 btags required. Shape remains unchangeable.

Background shape changes while applying a cut to mva as shown in Figure 4.17 below.
A more distinct peak is shown at mva>0.9, while a slight right shift is noticed as mva cut
increases. Mva cut in figure below is ranged between 0.4 and 0.9.
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Fig. 4.17: QCD background shape is modified as mva cut increases.

4.6. Templates

Templates are Probability Density Functions (PDF)s constructed from full simulations in
reconstructed quantities (eg. M™%, kinematic endpoints, etc), for many top quark
masses (eg. M8",). They are different for signal (i.e. ttbar) and background (i.e. QCD),
the templates are parametrized and the parameters are fitted linearly to varied
quantities (Miop in this analysis), and Likelihood uses the fitted Template functions.

The distribution of MSD for 0 btags, where we extract the background shape from and
2 btags, where we extract signal shape from respectively are shown below.
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Fig. 4.18: Jet’s soft drop mass distributions for O (up) and 2 (down) b tags requirement.

A ROOT macro has been used to extract the soft-drop mass Msp for the ttbar signal and
QCD background expected after the events selection.

These two distributions are called ‘template distributions’” because they have been
normalized to unit areas, and therefore they represent the two probability distribution
functions (pdf) for the ttbar signal and QCD background. Our choice for the background
modeling is to use the background as inferred from data with no b-jets. The signal is
characterized by a peak in the area around 173 GeV, corresponding to the mass of the
quark top. The background is distributed uniformly, growing and decreasing smoothly.

75



Events / (2)

60

405 } % T |

20— alp.
r % :ii ¥~} i
C .. T
0‘_'““|"" I | I | | | | L L L L | ! L T b 1 L L
100 150 200 250 300
m, (GeV)

Fig. 4.19: Template distribution for the QCD background, extracted from data with no
b-tagging requirement (green is for background, red is for signal and blue is the product
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Fig. 4.20: Template distribution for ttbar Signal with a requirement of 2 btagged jets
(green is for background, red is for signal and blue is the product of the two shapes,
processed with Roofit)
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4.7. Fit to Data

Data have been fit to nominal Monte Carlo sample along with the QCD that has
previously been extracted from data with no btags required.

The result of the above fit is presented below.
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Fig 4.21: Fit Data on MC signal and data-driven QCD background using nominal Monte
Carlo signal sample.

The required info has been extracted from the Likelihood Fit in order for final cross-
section result to be calculated.

Nominal Sample:

Ngen = 7.7*107 events
Npass = 23067 events
e =Npass/Ngen = 2.99*%10*

While after Fit the following info is extracted:
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Ni- = 6486 + 167 events
Nqcp = 4423 + 160 events
chi2/ndof = 0.87

where Ngen is the total numbers of the generated events present in the nominal Monte
Carlo sample, Npass is the number of events that pass the trigger and selection criteria,
and e is the efficiency.

Using the numbers above, for the integrated luminosity of [Ldt = 37 fb!, the cross-
section has been calculated to:

G‘inclnom=Nttbar/E*L = 585.74 pb

4.8. Efficiency Correction

The efficiency _is computed from signal simulated events and refers to the full
selection. However, both the trigger and b-tagging might not be well simulated. For this
reason, we would need to introduce two MC-to-data scale factors: SFtrig and SFbetag,
which improve the estimated MC efficiency as to reflect the value it has on data. From
our study earlier, we do not see much difference between the efficiency trigger as
evaluated from MC and seen in data, so we assume SFtrigger= 1.

4.8.1. b-tagging efficiency

The CMS simulated b tag efficiency, for correctly identifying a b tagged jet, along with
the simulated fake rate for misidentifying light jets coming from u,d,s or ¢ quarks or
gluons for b jets, is shown below.
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Fig.4.22: CMS simulated b tag efficiency (upper left) and fake rate for ¢ (upper right),
light quarks (down left) and gluons (down right)

From the above, a b-tag scale factor has been calculated and applied to nominal Monte
Carlo sample’s efficiency.
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4.9. Systematic Uncertainties

The cross-section measurement is affected by many sources of systematic
uncertainties; experimental and theoretical.

As for experimental uncertainties, they originate from:

e Jet Energy Scale (JES) and Jet Energy Resolution (JER):

JES is the main source of experimental uncertainty. n the MC signal sample the energy
scale and resolution of jets have been corrected in order to better describe the data.
However, the uncertainties on these corrections have impact on the cross-section
measurement. To evaluate these sources of uncertainty the jet energy and resolution
have been shifted and smeared up and down by one JES and JER standard deviation
respectively. These corrections impact both on the shape of the signal templates and
on the efficiency of the selection.

e Trigger Efficiency:
As explained earlier in this Analysis, this relates to whether the offline reconstruction
is close to the online one. From Fig. 4.4 it is clear that this systematic plays a minor
role in this Analysis, as trigger efficiency is close to 1 for the signal trigger used here.

e B-tagging Efficiency:
A b-tagging Scale Factor has been extracted from the study of simulated b-tag efficiency
and fake rate of CMS. This scale factor has been calculated and applied to nominal
Monte Carlo sample’s efficiency, being the base for the current Analysis.

The theoretical uncertainties originate from:

e |nitial State Radiation (ISR) and Final State Radiation (FSR):

during a collision at the LHC, the initial and final state particles may emit radiation in
the form of gluons, which will then hadronize resulting in jets of particles. The average
production of initial and final state radiation can be estimated, but it will be inevitably
affected by an uncertainty, which will in turn become a source of systematic
uncertainty in the cross-section measurement. This contribution can be evaluated by
increasing and decreasing by one standard deviation the amount of radiation produced
in the initial and final state and then compute the cross section in each case.
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e Underlying Event (UE):

In a pp collision, the interaction is more complicated than the simple “hard scattering”,
i.e. the process where one parton from the first proton collides with another parton
from the second proton. The probability of such interaction between two specified
partons is given by the PDFs. In addition to the remnants of the hadronization of the
non-interacting (“spectator”) quarks, more than just one parton from each proton may
interact. These multiple parton interactions usually result in the radiation of soft
particles with low energies. This is because the probability for a second hard interaction
within the same proton-proton collision is smaller, which means that in the detector
the signatures of the hard interaction are spoiled by soft energy deposits throughout
the detector making the jet reconstruction itself more challenging.

e Pile-up:
At LHC the beam does not consist of individual protons but large bunches of protons.
As a result, instead of only one pp interaction, two or more are happening
simultaneously, and the contribution of these additional interactions (“pileup”)
increases with the instantaneous luminosity. The soft radiation originating from pileup
will also result in energy deposits all over the detector. A single pileup interaction would
be less severe for a measurement than one from UE.

The systematic uncertainty related to the integrated luminosity measurement is
determined by x-y beam scans. For the 2016 data taking period, it amounts to 2.5%.
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Chapter 5

Results

The above process of fitting data has been performed for all Monte Carlo signal
samples. The Monte Carlo ttbar samples have been fit with the data-driven QCD
background in order for the signal yield to be extracted.

The efficiency is computed from ttbar simulated events using the formula:

__Npass
Ngen |MC

The calculation for all Monte Carlo samples along with info regarding Nsig events
derived from fit are presented below. As nominal, the efficiency with b-tag Scale Factor
applied is used.

0.32—

y
e
T

Efficienc
[
®

|

0.26 —

-
024 — | | S | | | | \ . | | . |
m, 8 5 S L/ L/ 'S i s, f;
OMing; ~ "Oargy %"-‘“edu% hﬂ'ﬁd ° Own  SMup Srdoy, Stp oy,

g W Sarmiiie

82



=
=) e
(5, -

Anom)/e*Anom
Q

e

[=]

(5
II|III\|IIII|IIII|II\I|IIII|IIII|

ple-e*
o
—

etAsam
P
=9
w

|
o
N

Fig.

6550
6500
6450
6400
23350
6300
6250
6200

6150

Fig. 5.1: Efficiency results for all Monte Carlo samples used

Sh’ffsd Up Yoy, f&rt,p farwo% -"s;hp

C° Sanipte

n S S,
o’ﬂfna " fhegred meaf’@ du"’o‘egre dD

fs;kd»
CWn

5.2: Fractional difference of efficiency from nominal Monte Carlo sample

n S, S, o Ts 2 Ts
°’??fqaj m@ar@d meﬂrgdu ea"ﬂdp ”Ped Owp  “Tup a’”owh U

WC Sarmile

83

fsrd
oWy



Fig. 5.3: Number of signal events derived from fit, from all Monte Carlo samples used
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Fig. 5.4: Fractional difference of signal events compared from nominal Monte Carlo
sample

The derived cross-section calculations for all Monte Carlo samples are shown below.
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Fig. 5.5: Cross-section final calculations for all Monte Carlo samples used

The final cross-section measurements are

ofid = 175.29 + 4.5 (stat) "2 (syst) + 0.15(lumi) [fb]

for fiducial cross-section,

and by extrapolating to the full phase space, the inclusive (total) cross-section is
calculated to be:

oincl = 572 + 15(stat)*128(syst) + 15(lumi) [pb]
to be compared with the theoretical prediction of
ofid = 384+ 36 [fb]

and
gincl = 832132 [pb] respectively.
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5.1 Comparison of Monte Carlo Signal Samples

A significant asymmetry between positive and negative shift is noticed and must be
investigated further.

The first step is to see how calculated efficiency is affected by the application of the
nominal selection cuts.
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Fig. 5.6: Efficiency decreases while applying the sequential cuts

More info can be extracted from the plot showing the fractional difference of the two
Monte Carlo samples (i.e. fsrup, fsrdown) that behave differently from the nominal
sample. This plot is shown below.
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Fig. 5.7: Variation of fractional difference of efficiency while applying the sequential
cuts

As can be seen from the plot before, the cut on mva is the one that makes these two
samples display such difference from nominal sample.

A need to further look at any difference shown in ‘N-subjetiness’ variables between
nominal and the two Monte Carlo samples is obvious.

Info is extracted from the following Templates, for nominal selection criteria apart but
jet’s Soft Drop mass in range 120-220 GeV.
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Fig 5.8: Template distribution for fsrup Monte Carlo sample.

After Fit info extracted:

Ni- = 6163 + 160 events
Nacp = 4746 + 155 events
chi2/ndof =0.93
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Fig 5.9: Template distribution for fsrdown Monte Carlo sample.

After Fit info extracted:

Ni- = 6487 £ 167 events
Nacp = 4422 + 160 events
chi2/ndof = 0.94

In distributions presented below, the QCD background yield is extracted from data with
0 btag requirement while Signal yield is extracted from Monte Carlo fit (shown above).
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Fig 5.10: distibutions for 3 subjets present in fat jet for nominal (up), fsrup (down left)

and fsrdown (down right) Monte Carlo samples
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Fig 5.11: distibutions for 2 subjets present in fat jet for nominal (up), fsrup (down left)
and fsrdown (down right) Monte Carlo samples
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Fig 5.12: distibutions for 1 subjet present in fat jet for nominal (up), fsrup (down left)
and fsrdown (down right) Monte Carlo samples
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Fig 5.13: distibutions for jet’s mass for nominal (up), fsrup (down left) and fsrdown

(down right) Monte Carlo samples
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Fig 5.14: distibutions for 3 present subjets over 2 ratio for nominal (up), fsrup (down
left) and fsrdown (down right) Monte Carlo samples
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Fig 5.15: distibutions for 3 present subjets over 1 ratio for nominal (up), fsrup (down
left) and fsrdown (down right) Monte Carlo samples

In the following plots, no mva cut is applied.
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Fig 5.16: mva distribution for nominal (up), fsrup (middle) and fsrdown (down) Monte
Carlo samples

From the distributions above, it is obvious that fsrup Monte Carlo sample predicts less
signal events than nominal Monte Carlo. This leads to a higher cross-section
measurement. The difference between Signal yield predicted by fsrup and fsrdown
samples explain the positive or negative systematic shift accordingly.

5.2. Improvements

For final cross-section measurement to be closer to the theoretical prediction, based
in NNLO+NNLL calculations, a few improvements could be made.

e Monte Carlo NNLO samples to be used; a ~ 30% improvement in final
calculations would be achieved

e fsrup Monte Carlo Sample could be improved by first looking at data before
deciding which settings of nominal powheg-pythia8 sample should be altered
and to what extend; the way this sample has been created present a much
different behavior than data, which is also obvious from final measurements.

Applying the suggestions above, a more consistent to the theoretical prediction final
measurement would be possible.
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Chapter 6

Conclusions

In this Analysis, the measurement of inclusive ttbar production cross section, using all-
hadronic ttbar events in boosted topology has been presented. The data sample that
was used was collected in 2016 by CMS experiment, amounting to an integrated
luminosity of 371 fb.

For extracting signal events from data, the signal trigger HLT AK8DiPFJet280 200
TrimMass30 BTagCSV, was used, applying an extended selection to the event passing
this trigger criteria. Using the CSVv2 algorithm for b-tagging, each one of the two
leading jets were required to contain one b-tagged subjet. Starting from the two
leading jet n-subjettiness jetTaul,2,3 a neural network was used, being trained to
recognize background events from signal ones, using Monte Carlo samples.

Signal and Background template distributions were extracted, with QCD yield extracted
by data, requiring 2 and 0 b-tagged subjets accordingly; then these distributions were
evaluated by fitting the leading jet Soft Drop mass distribution. The Signal template was
evaluadted by a fit on simulated Monte Carlo samples and QCD background template
was fitted on a QCD-enriched control sample, extracted from data as stated above.
Finally, by fitting these templates on 2-btag data samples, the signal yield was obtained
with along with the selection efficiency extracted from the ttbar simulated signal
sample, allowed the calculation of the fiducial cross-section of: afid = 175.29 +
4.5 (stat)T328(syst) + 0.15(lumi) [fb] and then inclusive ttbar production cross-
section, which  eventually lead to: aincl=572+ 15(stat)13%(syst) +
15(lumi) [pb].

This measurement presents a final cross-section much lower than the theoretical
prediction as also described earlier in this Analysis. However, variations of ~ 30% have
been observed since the nominal Monte Carlo that was used was Powheg+Pythia8,
which overestimates the selection efficiency when compared to other simulations; a
NNLO+NNLL Monte Carlo sample would improve the final measurements, making them
more compatible to the theoretical predictions.
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