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KAOOPLOTIKEG Yyl TNV TEPATWON TNG OUYKEKPLUEVNG £pyaciag oAl Kol OAOKANpPou Tou
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npoypappatoc PENELOPE kal ylo TIG YWWOELS TOU o€ TIOAAQ BEpata EMLOTAMNG Kol avaAuong
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INEPIAHWH

H epyacia autr adopd otnv Tpomnomnoinon Kot Bektiwon evog mpoypdppatog oe MATLAB yLa Tov
umoAoylopd Ttou ouvtedeotr SLOpBwong tng amodoong, o oOmoiog amalteitol Kotd T Y-
daopatookomiky avaluon meplBalloviikwv UAKWY Omwg sival ta UAlkd NORM (Naturally
Occurring Radioactive Materials), Aoyw tou dawvouévou tng auvtoanoppddnong TwWV AKTLVWV-Y
XOUNAwv Kuplwg evepyelwv péoa oto UAKO Tou avaAvetat. Ta NORM, ta omoia sival cuvhBwg
TOPATPOLOVTA BLOPNXOVIKWY SLEPYACLWY, £XOUV OUXVA UEYAAN TUKVOTNTA KOL MMOPEL va
TEPLEXOUV OE HEYAAO TOCOOTO otolxeia uPnAol Z kal ylo To AOyo OQUTO TO PALVOUEVO TNG
auvtoanoppdédnong elvat TOAU évtovo. a Tov umoloylopd tou ouvteheot SLO6pBwaong
xpnotwpomowibnke n  ohokAnpwtik HEB0Sog mou Paciletar  otov  umoloywopwv S0
olokAnpwudtwyv to omoia €ival avaloya tng amddoong TNG avixveuTlkng Oidrtagng, éva
oAoKARpWHA yLa To UALKO TNG TtNYNS Babpovounong kat éva yla tTo UALKO Tou deiypatog. O Adyog
Twv &U0 OAoKANpwHATWY oamotedel to ouvieheot O10pBwong Adyw NG SLadOPETIKAG
avtoamnoppodnong (ECF, Efficiency Correction Factor), petatd TOoU UAWKOU TNG TNYAG
BaBuovopunong kot tou UALKOU tou Seiypatog mou avaAletal. Ita mAaiola tng AUTAWUATLKAG
Epyaociag (AE) BeAtiwBnke mpoypoppa o MATLAB mou eixe avamtuxBel ota mAaiola
nponyouuevng AE. H BeAtiwon adopd otnv akpifela tTwv amoteAeopdtwy, tv gueli&io mou
TIOPEXEL OTO XPNOTN UECW TNG emAoyng Sladopwy TAPAUETPWY KOL 0TNV EUKOALa Xprong. Ooov
adopd otn BeAtiwon tng akpifelag, autn enetelXON KUPLWG LECW TNG ELCOYWYNG OTO TPOYPOLUUA
BeAtlwpévwy ocuvaptioswv ovadpopng mou UmoAoyilouv Tov OAKO Hallkd ouvieleoTh
€€000£vnong Wy, Hia Tapdpetpo e€aLpeTKA KpioLun yia Tov utoAoylopo tou ECF.

Ta amoteAéopata Tou VEOU MPOYPAMUATOC cuyKpiBnkav pe dAAeg pebddoug umoAoylopol Tou
ouvteAeotn ECF, 6nwc elval n mpooopoiwon Monte-Carlo. Ot cuykpioelg mou €ywvav odriynoav os
BeAktwwoelg mou adopouv otnv ouacia tng Stadikaciog urtoAoylopol tou cuvteleoth §LopBwang,
Kol eMETpeYav TN UEAETN TNC EMISPACNE TTOU £XOUV OTA ATIOTEAECLOTA TIOPALETPOL, OTIWCG €lval TO
evepyd Babog oAAnAenidpaong Twv GwToviwy UECA OTOV AVIXVEUTH. ATO TOL OMOTEAEGUATA TOU
TIPOYPAHUHATOC KOL TIC CUYKPLOELG TTOU £yLlvav SlomotwBnke OtL N akpiBela otov MPocdLopLopo
tou ECF eival €mopKnG OTIG MEPLOCOTEPEG TEPUTTWOELG, Me €faipeon povo ta UAKA uPnAng
TUKVOTNTAG Kol yla ¢witdvia OXETIKA XOUNAAG evépyela — KATw Twv ~100keV. EmutAfov,
SlamotwlnKe N oNUAVTIKA emidpacn TapopETpwY Tou Oev AapPavovtav umdyn otnv
TLPONYOUHEVN €KSOXA TOU TIPOYPAUHATOC, OTIWE TO evepyo BabBog aAAnAemnidpaong Twv dpwtoviwv
HLECQ OTOV QVIXVEUTH, TO OMOL0o MPEMEL v €lval CUVAPTNON TNG EVEPYELAG KAl QMO TO Omoio
daivetal va eaptatal onuavtikd n twun tou ECF. Emonuaivetal 6t oto onueio autd amatteitat
evOEAEXNC KAL CUOTNUATLKA LEAETN OTO HEAAOV.

H gukolia eKTENEGNC TOU TIPOYPAUUATOG EMETPEYE TNV MAPAETPLKN HEAETN TOU cuvteheotr ECF
ylot TAPAUETPOUC OMWG N EVEPYELA TwV PWTOViWV Kal To €i60¢ Tou UALKOU. H pehétn autn €6¢el€e
OTL yLat UALKA UPNANG TTUKVOTNTAG, UTIAPXEL avaykn xpriong cuvteAeotn ECF akopa kat ylo oAU
UPnA£g evépyeleg pwtoviwy, avw twv 1000 keV. Autd elval MOAU onpavilko, KaBwg moAAd
Lootona mou Tapouctalouv evbladépov o avalloelg meptBalloviikwv UAKwY Kot tSLaitepa



UAkwv NORM ekméumouv ¢wtovia oe apkeTd UPNAEG EVEPYELEG, TIOU OE APKETEG TIEPLUTTWOELG
unepBaivouv katd moAUL ta 1000keV.



ABSTRACT

This thesis is focused on the upgrade of a MATLAB program for the calculation of the Efficiency
Correction Factor (ECF) which is required for the gamma spectroscopic analysis of environmental
materials such as NORM (Naturally Occurring Radioactive Materials), due to the self-absorption effect
of low-energy gamma rays within the material being analyzed. NORMs, which are usually by-products
of industrial processes, often have a high density and may contain a large percentage of high Z
elements and therefore the self-absorption effect is very intense.

For the calculation of the correction factor the integral method was adopted. This method is based on
the calculations of two integrals which are proportional to the detector efficiency, one integral for the
material of the calibration standard and one for the material of the analyzed sample. The ratio of the
two integrals is the correction factor ECF that is used to take into consideration the different self-
absorption between the material of the calibration source and the material of the sample being
analyzed. In this Thesis, a MATLAB program that had been previously developed was improved in
terms of accuracy of results, flexibility and ease of use. The new program allows the user to select
various parameters previously set by the program. The program accuracy was improved mainly
through the introduction of better fittings to calculate the total mass attenuation coefficient W, a
parameter of vital importance for ECF calculation.

The results of the new program were compared with other methods of ECF calculation such as the
Monte-Carlo simulation. The comparisons made led to improvements in the whole model of correction
factor calculation and allowed the study of the effect of various parameters, such as the effective
interaction depth (d) of the photons within the detector. The program results and the comparisons
made during this work showed that the accuracy in ECF calculation is sufficient in most cases, with the
exception of high density materials and relatively low energy photons - less than ~ 100keV.

In addition, the significant effect of parameters not taken into account in the previous version of the
program, such as the effective interaction depth (d) was revealed. It appears that this depth is energy
dependent and furthermore ECF seems to depend on depth (d). It should be noted that thorough and
systematic study in this field is required.

The ease of program execution allowed for the parametric study of the ECF coefficient, with energy
and material type. This study showed that for high density materials, there is a need to use ECF even
for very high photon energies, above 1000 keV. This is very important, as many isotopes of interest in
the analysis of environmental materials and especially NORM emit photons at fairly high energies,
often exceeding 1000keV.



EKTENHX IIEPIAHWYH

H Authwpatikr Epyaocia (AE) aut ekmovrBnke otov Epyaotrplo Mupnvikng Texvoloyiag tou
EBvikoU MetadBlou Moluteyveiov (ENT-EMIM) kat Stepeuvd to B€pa tng autoanoppodnong twy
dwTtoViwv (AKTWVWV-Y) XOAUNANG EVEPYELAG TIOU EKTIEUTTOVTOL OTTO €va Selyua, KOTA T SLAPKEL TNG
y-dacuatookomnikng avaluong tou. Mpog tnv kateBuvon auth avaBabuicdnke kol emektdbnke
évag kwdkag oe MATLAB' o omolog eixe apxikd avamtuxBei oto EMT-EMM. Ta UAG Tou
HEAETAONKAV KaTtd T Sdpkela e epyaoiag eival Ppuotkd padlevepyd UAKA Kupiws NORM?,
OUVKEKPLUEVA: XWHO HE 3% uypooia, epuBpd W\UG (mapampoidv tng emefepyaoiog Bwéitn),
tttapevn t€opa, pwodoyvPog, tpia Stadopetikd £i6n okwplag (lead slag, granulated slag kat
shaft furnace slag) kat vepo.

Otav Selypa evog UALkoU oavoAUetal pe y-GOOUATOOKOTKA avalucn, €va TooooTo Twv
EKTIEUMOUEVWY amo To Seiypa Pwtoviwv amoppoddtal 1 okedaletal péoa oto Sesilypa, He
OUVETELO VA PNV PTAVEL OTOV OVLXVEUTI) TIPOKELWEVOU va avixveuBel. Autr n e€aobévnon twv
dwroviwv péoca oto 6o 1o Selyua, «autoamoppodnon», €aptdtal Kuplwg amd ta GuoKd
XOPOKTNPLOTIKA TOU UALKOU, OMwe n olOoTacn KAl n TUKVOTNTA TOU, amd TNV EVEPYELA TWV
dwroviwv ™G aktvoPoAiag-y Kol amod Ta YEWUETPLKA XAPAKTNPLOTIKA Tou Soxelou péoa oto
ornolo PBploketal to Selypa. Amo tn otyun Aoutdv mou Tt GUOLKA PadLEVEPYA UALKA €XOuv
Sladopeg ouOTAOELC KAl TIUKVOTNTEG, e€lval TOAU onuovtiko vo PBpebel évag ouvteleotrg
S16pBwoaong tng anddoaong avixvevuong Twv pwtoviwv (efficiency correction factor, ECF) amnoé tov
aviyveutr, omolo¢ Ba ypnolpomoleital, oe cuvSUACUO HE TNV MELPAUATIKA TIPOOSLOPLOUEVN
anodoon Tou avixveutr], Katd tn y-dboaopatookoriky avaiuon. Ta vAlkd tumou “NORM” mou
HeAeTWVTAL 0TNV Ttapoloa AumAwpatikr Epyacia ival UAIKA peydAng MUKVOTNTOG Kol cuvhOwg
Ta avtiotolya Selypata mou avaAUovtal €{oUV LEYAAO OYKO, GUVENWG O CUVTEAEOTN G SLOpBwang
QroKTA HeYAaAn onuoaoia. Emiong, sival onuavtiko va avadpepOel mwg autd to UALKA Uropel va
UTTOKELVTAL O€ TIEPLOPLOKOUC, avadopLka e Tnv anedeuBépwon toug oto neptBailov, cUudpwva
He TNV eupwraikn [1], aAAd kat tnv €Bvikn vopoBeaoia, kal yia to AOyo auto €xeL HeydAn onpooia
N akpPLBAG avaAuor] Toug, KATL TTOU CUVOEETAL AUECQ LIE TN Xprion ouvteheotwyv ECF.

H avaBabuion tou kwdika KwrBnke otoug &g dfovec: BeAtiwon tng akpipfelag mpoodloplopol
Tou ouvteheotr) ECF, eméktacn og eUpUTEPN EVEPYELAKN TIEPLOXN, OVAAUGN TIEPLOGOTEPWY UALKWV
KaL ELoaywyr otov KwSIKA tg Suvatotntag emAoyrG OElpACg YEWUETPIKWY XOPAKTNPLOTLKWY TTOU
KaBLoTOUV TOV KWALKA TTOAU TTLo eUEALKTO Kol GLALKO OTO XProTh.

Yto ENT-EMM kata tv avdiuon meptPoAAoviikwy SELYUATWY XPNOLUOTOLOUVTAL CUVTEAECTEC
S16pBwong Adyw oautoamoppodnong oL omoiol umoAoyilovtol amd KATtAAANAo TpoOypapud TO
ormolo £xetL avamntuxBel oe y\wooa FORTRAN [2], yla Ta aVIXVEUTIKA CUOTAUATA KAL TLG YEWUETPLEG
TIOU XPNOLUOTOLOUVTOL OTO EPYOOTAPLO KAl yla TEPLOPLOUEVO TANOOC UALkwy. H mpwtn
mpoomabslo avantuéng MPOYPAUUATOS UTIOAOYLOMOU Tou cuvteleotr 81opBwaong tng anddoong

1'EK{SOCJr] MATLABR2015a-64bit.
2 NORM, Natural Occurring Radioactive Materials



oe yA\wooa MATLAB eixe yivel oe mponyoUuevn AE tou Topfa Mupnvikng Texvoloyiog [3]. tn
OUYKEKPLUEVN epyaoia gixav peletnBel entd UALkd NORM yla dwtovia evépyelag éwg 400 keV. To
mpoypappa autd puropoloe umoAoyilel to cuvteheotr ECF yla ouyKekpLluévo avixveutr tou EMT-
EMN kot yta SU0 OUYKEKPLUEVEC YeEWUETPieg Selypatog. Ta amoteAéouoTa UTTOAOYLOUOU TOU
ouvteAeotn ECF eiyav ouykplBel pe ta anoteAéopata npocopoiwong Monte-Carlo kaBwg kat Tou
TPOYPAUHATOC TIou AdN xpnoluomnoleito oto ENT-EMM. H cUykplon autr KatéAnée os ouolwdn
cupumnepdopata, oAAd aveSELEE Kal pia oelpd amd aduvauieg Tou MPOYPAUUATOC, KUplwg Adyw
TWV AMOKAICEWY TWV OIMOTEAECUATWY TOU Ao TA AMOTEAECUATA TNG POCOUolWwonC.

O Baolkog okomog autng tng AE elval n eméktacn autol Tou mpoypdppoatog MATLAB kal n
avafBaduion tou 6oov avadopd otnv akpifela aAAd kat tn Aettoupyia tou. MNa tnv afloAdynon
¢ avaBaduiong autng £ywvav SLddopeg CUYKPILOELS KUPILWG Ue amoteAéopata pooopoiwong
M-C ywa tnv elpeon tou cuvieheot O610pBwong ECF. To evdiadépov yia tn PBeAtiwon tng
aKkpiBelag €0TIAOTNKE KUPLWG OTLG XAUNAEG EVEPYELEG, OMOU UTIHPXOV KOL Ol UEYOAUTEPEG
QTOKALOELG PETAEL TwV Sladopwy HeBOSwWV. ITn CUVEXELA, EYLVE N EMEKTAON TOU KWALKA yLa ToV
UTIOAOYLOUO Tou cuvteheotr §LOpBwaong oe LINAGTEPEC evépyeleg ueXpL Ta 2000keV kabBwg otnv
V-GOOUATOOKOTIKY avaAuan TOAU ocuxva xpnolpomolouvtal ¢widvia o aUTEC TG UPNAEG
gVEpPYELES, OMWE PpwTdVLA TTou ekmépmovtat and ta >?Pb ,***Pb, **®Ac, ***Pb kat *°K ta omoia eivat
Slaitepa oNUOVTLIKA o€ avalUoeLg Selypdtwy GUCLKAG padLEVEPYELAG.

H AE amoteleital and 6 kedpdAata. To mpwto kedbdAalo amoteAel pia cUvtoun slocoaywyn. To
Seutepo kepahalo aoxoleitat BLBAloypadikd pe to mMPOBANUA TNG autoamoppodnong Kotd ™ y-
$AOUATOOKOTIKA avAAUGoN Kal TV ovayKalotnta evpeong KatdAnAou ocuvtedeotr S1opBwong.
JTNV OUVEXELD, OTO TPLTO KEPAAALO YIVETAL HLa TTOPOUCLacn TOU apXLKOU TIPOYPAULOTOC TIOU £ixe
avantuxBel otnv epyacia [3] oe yA\wooa MATLAB Kol TwV QmOTEAECUATWY TIOU SiVEL, EVW €Miong
oxoAldlovtal oL aduvopieg Tou Tapouctdlel kal Tpoteivovtal Slopbwoelg, BeATIWOELG Kol
ETMEKTACEL TOU TPOYPAUUATOoG Tou Ba Atav xpAowuo va yivouv. Ito tétopto Kedalalo
mapouotalovtal avaluTikd oL SlopBwoelg Kol ol aAAAYEC TIOU £ylvav OTO TIPOYPAUUD, OO0V
avadopd otnv akpifela Twv anoteAecpdtwy Tou aAAd Kal tn BeAtiwon tng AELTOUPYLKOTNTAG TOU.
210 MEUMTo KedhaAalo mapouolalovial Ta VEQ amoTeAEéopaTa ard To avaBobuLopévo mpoypaupa
KaBwCE KaL oL eKTeVEIC OUYKPLOELG e TIG AAAEG ueBOSoUG eVpeang Tou cuvteleotr SLOpOBwaong mou
xpnotpomnolovuvtol oto ENT-EMIM. TéAog, oto £kTo KedAAaLo TTaAPoucLalovTal To CUUMEPACHATA
Qo TN XPHon ToU VEOU MPOYPAULOTOC, Ol aduvauleg tou mapouatdlel, KaBwe Kal oL SuvatoTtnTEg
EMEKTAONC TOU.

Y& OAa TOL TPOYPAUUOTA TIOU €X0UV KATA KatpoUg avarttuxBel oto ENT-EMIM, o umoAoylopog tou
ouvteleoty ECF Baoiletal otnv ohokAnpwtikn néBodo “Integral Method” [4], [5]. Mpokeltal yla
pla urtoAoylotikr) uEBodo mou odnyel otnv ektipnon katdAAnAou cuvteheotr S6pBwaong tng
anddoong, HECW TOU UTOAOYLOHOU SU0 OAOKANPWHATWY, €va yla TNV mnyn Babuovounong kat
£€va yla To UTo avaAuon Seiypa. Ma Tov UTTOAOYLOUO QUTWV TWV SUO OAOKANPWUATWY Omtalteitol
N yvwon NG YEWUETplag TNYAG-avixveutn. 2Updwva pe T HEBOSO QUTH O AVLXVEUTAC
unokaBiotatal and €va GaviaoTiKO GNUELOKO QVLXVEUTH ToU PplokeTol HECO OTOV TIPAYUOTIKO
avixveutr, os BaBog mou TPEMEL va UTIOAOYI{ETAL TELPAMATIKA KOL XapaKTnpiletal wg evepyo
BaBoc aAAnAenidpaonc “effective interaction depth (d)”. Itnv apxikr] EKSoXA TOU TPOYPAUHUATOG



MATLAB ywotay UTOAOYLOMOS Tou cuvteleotr| ECF yia tov avixveutr) LEGe® tou ENT-EMIM. Ma tn
OUYKEKPLUEVN edappoyn To BaBog auto sixe BewpnBel otabepd onwe . otabepn (d=2cm) Atav
KOl N GUVOALKN amOoToon Tou GavTooTIKOU aVLXVEUTH oo To Seilypa.

Mia onuovTik TOPAPETPOC yla TOV UTIOAOYLOMO Tou ouvteleot ECF eival o ypappLkog
ouvteAleotnc e€acBévnong dwrtoviwv U (N o avtiotolyog Hallkog Wm) Yot To UALKO Tou Selypatog
Kat ™G mnyng Pabuovounong. H apxikp €kdoon tou Tmpoypauupatog MATLAB, n ormoia
napoucolaletal oto rapdaptnua (ANNEX 1), amattel anod to xpriotn poévo tpia dedopéva elcodou.
Apxka, {nteital n emdoyn TNG YEWUETPLAG TOU Selypatog yla To onolo mpoKeLtal va urtoAoyloBet
0 ouvteAeoTng SLOpBwong tng anddoong. YrApxov HOALG SUO OO TLG TUTIOTIOLNUEVEG YEWUETPLEG
Tou xpnotuomnotovuvtal oto ENT-EMM, oL omoieg ouoLlaoTika meplypddouv Eva KUAWVSPLKO Soxelo.
OL 800 yewpetpieg opilovral and Suo HetaBANTEG: TNV aktiva tou Selypatog “r” Kal To maxog Tou
Selypatog

/lt ”

péca oto doxeio. H mpwtn yewpetpia ovopaletal “Geometry 2” e SLAOTACELG:
r = 3,6cm kot t = 6,9cm, kat n §gUtepn yewpetpia ovoudletal “Geometry 8” pe SLACTACELC: I =
3,6cm kot t = 1,08cm. MOALG 0 XpHOTNG MANKTPOAOYNOEL TNV €VIOAN YLl TNV YEWUETPlA TOU
erBupuel, To mpoypappa INTAEL Ao Tov Xpnotn va emthé€el éva amo ta entd StaB£otpa UALKA ta
orola Atav: xwua (soil, 3% vypacia), epuBpd WU¢ (red mud), uttapevn tédpa (fly ash),
dwodoylPog (phosphogypsum) kat tpia €i6n okwplog (shaft furnace slag, granulated slag, lead
slag). TéNog, o xprotng Ba mpémnel va MANKTPOAOYNOEL TNV EVEPYELX TWV GWTOVIWV yla TNV omola
evlladEpetal, oUTWE WOTE TO MPOYPOUUA Vo UTIoAoyioeL To cuvteheoth ECF.

O Malikog ouvtedeotng e€acBéviong o omoio¢ armatteital ylwo tov umoloylopd tou ECF
uTtoAoyileTal amno To MPOYPALA, HECW KATAAANAWY cUVOPTACEWV avadpoung tng popdng pu=f(E)
oL omnoleg €xouv mapaxBel mMponyoUHEVwE yla OAa ta UALKA evdladEpovtog kol ewooxBel oto
npoypoppa. Mo To OKOmoO autod elyav xpnolpomowndel koatdAAnAoa &edopéva mou eixav
urtohoyloBel péow Ttou Tpoypdppatoc MuPlot’ to omolo, €xet avamtuxBei oto University of
Bologna «kat umoloyilel ouvteheotég e€acBévnong yxpnolpomowwvtog Oedopéva amd T
dnuooieuon [6]. Ma TG AVAYKEG TOU TIPOYPAUUATOC lxav xpnotluornolnBet dedopéva yia tnv
evepyelakr) neployrn 30-400keV. Ito oxrua 1 mapatiBetal EVOEIKTIKA N KOUITUAN TNG oUVAPTNONG
pu=f(E) yta to UAlkd tng mnyng Babuovopunong 4M HCI, onwg sixe xpnotpomnolnBel otnv apxkn
pHopdr Tou MPOYPAUUATOC.

Onwcg dalvetal oto oxnua 1 n mpocappoyn TG ouvaptnNong avadpourng oTo TELPOUATLKA el
Sev elval 8laitepa emituxng, Kuplwg OTNV TEPLOX XAMNAWVY EVEPYELWV, UE OUVETELX O
UTTOAOYLOMOG TOU GUVTEAEDTH Uy OO pia oXEoN TG LopdNAC:

In(y) = A+ (InE)? + B-In(E) + C

Va LNV €lval LKOVoroLnTIKa akpLBhg. AVTioToL eG ouvapTtnoelg avadpoung eixav mopayOel yla OAa
Ta UAKG evbladépovtog Kat eixav eloaxBel oto mpodypauua umoloylopol tou ECF. Ito
napdptnua (ANNEX 1) mapatiBevral n cUotaon Kat oL TLEG TWV GUVTEAECTWY W KaL [y, Yia OAa Ta
UAWKa. Otav o XpAotng €LOAyel TNV evépyela yla tnv omoia B&AeL va umoloyicel to ECF to
mpoypoppa UTtoAoyilel péow TNG avtiotowng OXECNG TOUC OUVTEAEOTEC W, €V OUVEXElQ Ta
avtiotolyo ohokAnpwpato Kot TeAkA to cuvteheotr ECF.

* Low Energy Germanium Detector
* Elvaw StoBéoipo otny wotooeAida http://shape.ing.unibo.it/html/muplot.htm
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4M HCI

0.5 o
=k »
= *
-E -1.5 ..
y=0,1518x* - 2,1001x + 4,7583 e
2 s -8
R® = 0,9794 ~ o
25 s o >
-3
0 1 2 3 4 5 6 7 8
In(E)
® Infw Poly. (In{w))

Ixnua 1: Aldypappa tou dpucikol AoyapiBpou tou pallkol cuvteleotr e€000£viong Wy, CUVAPTHOEL TOU GUCLKOU
AoyoapiBuou tng evépyelag E yla to UALKO Tng mnyng Babpovounong 4M HCL.

Ytnv epyaocia [3] eixav umtoAoyloBel CUYKEKPLUEVEG TIUEG yia TO cuvteAeotr) ECF yla 0Aa ta UALKA
KaL ylot eVEpYeLeg atnv meploxf 30-400 keV. Ot TIHEC QUTEG elXav CUYKPLOEL e AVTIOTOLXEG TLUEG
ano UTOAOYLOHOUC Tipocopoiwong Monte-Carlo® Kat T armoTeAéopaTa SEV ATAV LKAVOTIOLNTLKA.
3T0 mopokatw Staypappo (oxAua 2) ¢aivetal n mocootiaio Stadopd HETALY TWV TLUWV TNG
npocopoiwong M-C kal tou mpoypdppato¢ MATLAB yLa tn yewpetpio “8”. EUKOAQ SLOMIOTWVETAL
OTL OTI¢ XaUnAEC evépyeleg, 8Laitepa yla ta UAWKA uPnAng mukvotntag, n dtadopd petall Twv
Suo peBddwv dravel Ewg kat 60%.

Matlab - Penelope

0 )*_.a—-o—-.__..—o—o—o—nt-t—o—c-—r—.—o—c- —g

0004

@
ne‘

Percentage difference (%)

40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400

Energy (keV)
—o—Soil —e—RM FA SFS —e—PG —9—-G5 —@—LS

Ixnua 2: Noocootiaia Sladopd LETAEL TWV TILWV Tou cuvteleotr] ECF 6mwg umtoAoy{otay amd To apxLko TPOYPALLLAL
MATLAB kat péow mpocopoiwong M-C, [3].

Amo Ta mapandvw ypadipota POKUTTEL OTL OL HEYAAEG AmOKAIOEL TTOU aPATNPOUVTAL OTOUG
ouvteleoteg ECF amo tic Vo pebodoug Ba mpemnel oe kamoto Babuod va opeilovtal otnv OxL TOAU
ETUTUXNUEVN TIPOCAPUOYN TNG KOUMUANG Un=f(E) ota onueio. Autd nAtav To MPWTO cnueio

> OL uTtoAoyLopol TtpooopolwaNC éyvav He Xpron Tou Tipoypdppatoc PENELOPE
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BeAtiwong mou eotiace n AE autr). Emtiong, mpokelévou va UTtapxel KaAUTtepn olykpLlon Twv dVo
HeBSSwv umoloylopol Ba £mpene va efaocdalloBel otL xpnowuonolovvtal ta dla mpwtoyevh
Sedopéva, og OPOUC W KAL Ly,

EKTOC amod tn olykplon twv cuvtedeotwv ECF mou umoloyicBnkav amnd to nmpdypappo MATLAB
Kall pEow Tpooopoiwong M-C, £ylve cUyKPLON KAl LE TOL ATTOTEAECATO TOU Tipoypappatog calceff,
1o omoio éxel avarntuxBel kat xpnolpomnoleitatl oto EMT-EMN kot Baciletal eniong otnv “integral
method”. H Stadopd tou mpoypaupoatog calceff and to npoypappo MATLAB eival mwg To MPWTO
TapEXEL amoTeAéopata HOvo ylo tpia UAKA To omola elval: XwHa, UTTAUEVN Kol uypr tédpa and
BepuLkd oTaBOUO, KoL LOVO yla TNV TEpLoXN eVeEPYELWV €wg 200 keV. Emiong, pla GAAN onuavtki
Stadopad petafl tTwv SUO AUTWV TIPOYPOUUATWY Elval WG To TPoypaupa calceff xpnolpomotet
TELPOUOTIKEG TIMEG TOU MOlIKOU OUVTEAEDTN Wy, £€adBévnong [7]. H oclykplon twv Tiuwv tou ECF
Kal PE TG TPELG ueBodoug umoloylopol daivetal ota endpeva Suo Slaypappota (oxAua 3 Kot
oxnua 4) ano tnv epyacia [3].

Soil
1.05
- o~ —
1 A
0.95 -
. 09
J
* p.a8s
0.8
0.75
0.7
40 60 80 100 120 140 160 180 200
Energy (keV)
—&— Penelope —@— Matlab Calceff

IxAua 3: Tuykpion Tipwv ECF yia xwpa, petagd twv tpuwv pebddwv, MATLAB, calceff, npocopoiwon M-C, [3].

Fly ash
1.05
1 /— —————§— +—r—
0.95 7 i
w 09 4
w (.85 e
0.8
0.75
0.7
40 60 80 100 120 140 160 180 200
Energy (keV)
—8—Penelope —@— Matlab Calceff

Ixnpa 4: Zuykplon Twv ECF yla tttapevn tédpa petatd twy tpuwv pebodwy, calceff, npooopoiwon M-C, [3].
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Onwg mapatnpeital, UTAPXAV Kol TAAL GPKETA UEYAAEG SLadopEC OTIG XAUNAEG EVEPYELEG,
€0IKOTEPA YO TO XwHa, Omou n Siadopd ¢tavel oto 25%, HE TO QMOTEAECHOTA TOU
nipoypapparo¢ MATLAB va elval Lo KOVTd ota amoteAéopata TnG npocopoiwong M-C n omola
Bewpeital kal wg Baon clykpLong. Autd pmopet va opelhetal oTto yeyovog OTL n XNKLKN cuotaon
TWV UALKWV — KOl KATA OUVETELD O OUVTEAEOTHG €€aoBévnong — mou XPnoLUOoMoLeital oTo
nipoypappa “calceff” eivat Stadopetikd pe autd twv U0 AANwWVY HeBOSwV.

H avaBadbuion tou kwdika mou éywve ota mAaiolo autig tg AE kweital oe tpelg Baotkolg
agoveg:
» otnv BeAtiwon g akpifelag Tou KwWdka pEOW TNG AAAAyNG TOU TPOMOU HE TOV OToio
uroAoyiletal o pallkdg ouvteleotr ¢ e€aoBEévnong LECA O€ QUTOV,
>  OTnV €l00yWYyr] TEPLOCOTEPWY EMIAOYWV yla TOV XPNOTN WOTE Va YIVEL 0 KWSOLKOG TILO
EUEAIKTOC LLE TIEPLOOCOTEPEG SUVATOTNTEG Kall
» otnv dnuoupyla ev TéAeL evog mpoypappatog Glikol oto XprRotn, aveédptntou amod 1o
Suoyxpnoto MATLAB os popdn) .exe.

Mpoc TNV KatevBuvon oauth, OAEC OL TIMEG TOU YPOMMLKOU KAl TOU HAllkoU OUVTEAEOTN
e€ooBéviong umoloylotnkav ek VEou pe TNV PonbBela TOU TPOYPAUUATOC TIPOCOUOLWONG
PENELOPE. MNpémnel va tovioBel O0tL oL cuvteAeoteg umtohoyioBnkav £wg katl ta 2000 keV, kabBwg
otn Onuoocieuon [33] umdpxouv mePUTTWOEL Omou o ouvteleotn¢ ECF eival onuavtka
Stadopetikog amod tn povada, kAt mou Seixvel OtL UTIApXEL avaykn SLopBwaong tng anoddoong
akopa Kot yia uPnAég evépyeleg. Ta OXETIKA amoteAéoparta TmopatiBevral oto mapdptnua
(ANNEX V).

Mo tnv mpooappoyn KATdAANAWY cuvaptrioswy TG Lopdng Uy, = f(E) otnv meploxry 30-2000 keV
mA€ov, xpnotpomolnonkav 14 emineda evépyelag yia KaBs UALKO, pe e€aipeon to UAWKO lead slag,
omou xpnotpomowibnkav 27 enimeda evépyelag. Metd amod apKeTEG OOKIUEG CUVAPTHOEWV
avadpoung emiAéxBnke tehka n Avon va SlaipeBel n evepyslokn meployxn 30-2000keV os Suo
UTIO-TIEPLOXEG UE Oplo ta 150keV kat va xpnotpomotn®olv 800 ouvaptroel avadpoung tng

HopdAg:
In(uy,) =A-(nE)*+ B-(InE)>+ C-In(E) + D
Y10 oXNUa 5 mapatiBevtal eVOELKTIKA OL OXETIKEG CUVOPTAOELSG yLo TO UALKO lead slag.

JTNV OUVEXELD, Ol AAAAYEG ETILKEVTPWONKAV KUPLWG 0TNV AELTOUPYLKOTNTA TOU TPOYPAUUATOC KOl
otnv guelifla mou pmopel va mapéxel oto xpriotn. MéxpL To onueio autod, onwc avadepbnke Kal
T(PONYOUUEVWG, O XProTtng €ival oAU Teploplopévog ota dedopéva eloddou mou umopel va
Swoel, adoU oL YEWMETPLEC, OL TTUKVOTNTESG TWV UALKWVY Kol To evepyd BaBog aAAnAenidpaong tou
avixveuTn eival 6Aa mpokaBboplopéva Pe oTabepEg TIUEC HEoO OTO Poypauua. H mpwtn aAAayn
péoa oTo MPOoypappa adopoloe otn Suvatotnta eMAOYNC Tou evepyol BaBoug aAAnAemnidpaong.
270 VEO TPOYPOALHO QUTO ETUAEYETOL ATIO TO XPNOTN. ITNV MPAYLOTIKOTNTA, 0 XPOTNG ETUALYEL TN
ouVOoAkr) amndotaon d amod tn Bdacn tou Selypatog £wg tov GAVTOOTIKO QVIXVEUTH, N omola
ocupmneptAapuBavel kat to evepyd Babog oAAnAemibpaocng. Auth n oAAayr] OTO TPOYPOUUA
enétpede tn peAétn tng enibpaong mou €xeL n emthoyn tou d avw otov uTtoAoylopd tou ECF. Ot
umolouneg aAAayEGg Ttou Eyvav adopoloay oTNV EMIAOYH TWV YEWUETPLKWY XOPAKTNPLOTKWY TNG
TINYAG KOl TNG TTUKVOTNTOG TWV UTIO LEAETN UALKWV. O xprotng e€akohouBel va pmopel va e é€el



HEeTafl TwV SU0 TUTILKWV YEWUETPLWY (“2” Kal “8”) 1 va KATtaoKeuAoeL pia 1K Tou KUALVSPLKN
vewpetpia, emhéyovrag UPog kot SLAUETPO Tou KUALWVEPLKOU Selypatog, aAld Kal Ty amoctaoh
Qo ToV aVLXVEUTH, HEow Tou d.

\. Infu}=0,0935(In{E})* - 0,421 1(In{E))? - 3,2023(In(E)}+ 13,482
#*=0,9999
N

L

1 (grfemn2)

\"-\.__ Iniu) =-0,023(In(E}}* + 0.433(In{E))*- 3,166 7(In{E]) + 6,0224
s R*=0,9998
"-I»H_h___h.‘__‘_
" \
-
-—
1-—'.1
0.01
20 200 2000
Energy (keV)

IxAua 5: Aldypappa tou AoyapiBpou Tou W, cuvaptrioetl Tou AoyapiBpou tng evépyelag yla to UALKO lead slag

OL umoloumeg aAlayég oto mpdypappa €ywov pe tTnv PoriBsta Tou MATLAB - °GUI to omoio
nepléxetal otnv €kdoon tou MATLAB kat emutpémel t Snuoupyia edapuoyng HEow Tou
npolmapyxovtog kwdika. H edpapupoyr mou Snuioupynbnke pe to GUI Sivel oto xprnotn
Suvatotnta umnoloylopol tou cuvteleotr ECF xwpig va €xel otnv katoxr tou to MATLAB kat
XWPLg vo €XEL YVWOELG TIPOYPOUUATIONOU. MEXpL TO ONnpeElo autd 0 KWOLKOC ATAV QPKETA
SVoxpnotog kot Asttoupyouoe edpooov ntav 1o MATLAB sykateotnuévo otov H/Y. MAgov, e TIC
aAAayEg Tou ylvav To POYPAUUN UITopel va Aeltoupyel o KABe uTtOAOYLOTH atd OTOLOVEATOTE
Xpnotn wg “standalone” edappoyn. Ito oxnuo 6 mou akoAouBel mapatiBetal n ekdéva ™G
edappoyng autng onwe tn PAEMeL o xprnotng. O xpriotng mA£ov €xeL T Suvatotnta emAOYNG:

» g yewpuetpiog Selypatog,

> andoToong HETOEY Tou GaVTAOTIKOU AVIXVEUTH KaL Tou Seiypatod’,

» Tou UAKOU),

> TNG IUKVOTNTAC TOU UALKOU,

» TNG evEPYELAC TWV pwToviwy,

€VW To pdypappa urtoloyilet kot epdavilel:

» 1o ouvteleoth 616pBwong avtoamnoppodnong ECF

» 1oV OAKkO pallko cuvteleoth e€000£vnong Twv GWTOVIWY Uy, YLOLTO UTTO PEAETN UALKO.

H gukolia kot euehi&io Tou mpoypappatog enetpede OG0 TN oUYKPLON UE TG TLUESG Tou ECF mou
umoloyilovtal pe T ANAEG HeBOSOUG UTIOAOYLOOU OL OTtoLeG avadEpBnKav TPONYOUUEVWS, 000

6 Graphical User Interface

7 . . . o ' . 1} . .
Mpémel oto onpeio auto va emonpavOel 0Ty, kaBwg Sivetatl cuvoAlkd n amootaocn d, mou mep\appavel
1600 10 evepYOo BAaBog alnAeniSpaong oo Kot thv andotacn Tt Baong tng mnyng ard tnv emudaveLa Tou

QVLYVEUTH], EMLTPEMETOL OTO XPNOTN VO LEAETAOEL TNV EMISPAON KL TWV SU0 AUTWV TAPAUETPWV.

7



Kal tn HEAETN NG emibpaong mou €xouv oto ouvteleotr) ECF pio oglpd MApOUETPWY, OMWE N
eVEPYELD TWV GWTOVIWY, N TUKVOTNTA Tou UALKOU Kat to faBog d.

4 GUI_ECF § .
ECF Calculator
Standard Densdes
Panel i
Enter interaction Depth {in cm) | o Soi Densdy = 1.000 fg/em]
For Sol Input 1 Use g=2cm for LEGe:
Fed Mud Density = 1.735 [glem’3]
Far Red Mud Input 2
Fly Ash Densty = 0.97 [glear'3j
Far Fiy Ash input 3 Standard Geomatries
SF Siag Densly = 1981 [glenr*3]
Enter Geometry 2% o -
For SF Siag input 4 A
0 2ir=3BA0EE Phosphogypsum Densty= 0.931 [glom* 3]
Bir=368W1.077
For Phosphogypsam npul 5 E b G Siag Densty = 1.657 [gicm3]
For G Siag input &

L Slag Denaty = 2 645 [g/em3]
Radius O Sample {cm)

For L Siag nput 7 Water Density = 1 [giemr3]
Thickness O Samgle (cmi

Use "." for decimals
For Water input B
Energy
Mass Attenuation Coefficient

Energy in keV [30.2000) o

Densty of Materis! Sample (g/cnr3) 0

Calculste ECF ECF

Ixnua 6: H edappoyn os popodn “.exe”

Yta oxnuota 7 kot 8 mou akoAouBouv nmapatiBevral ypadnuota tou cuvteleotr) ECF cuvaptroel
™G evépyelag Twv wTtoviwy, yla OAa Ta UTO MEAETN UALKA yLOL TNV OVOUOOTLK) TTUKVOTNTA TTou
eudaviletal otnv 006vn TNG edbapproync yla KABe LALKS Kol yLo TLG U0 TUTILKEG YEWUETPLEG “2” Kal
“8". Y& kAOe mepimtwon n T tou ECF 600 aufdvel n evépyela teivel mpog pio otabepr] Twun,
XWPLG OpwWG auth va gival n povada (6nAadn va pn xpetaletat 10pbwon) yla OAa ta UALKA.

MATLAB GEOMETRY 2

12 1

.l - 7 T v v v T .

Py ¥ o ® s ¥ @ W
08 e - = . - - :
ECF v > =
06
04 +—
0.2 <
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Energy

——50il3% -+—RM ——FA —+—S5F5 ——PG GS =——LS
Ixnpa 7: To Staypappa tou ECF cuvaptioel Tng evépyelag Yo Geometry-2 (dxog 69mm)
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MATLAB GEOMETRY 8

12

GG
i -
by

ECF 0,6

04

0,2

Energy
——50i13% —e—RM —+—FA =—+—=5F§ —+—PG oGS =—+=IS

IxAnua 8: To Siaypappa tou ECF cuvaptroel tng evépyelog yia Geometry 8 (mdxog 10mm)

0 200 400 600 800 1000 1200 1400 1600 1800

2000

Mo CUYKEKPLUEVD, UALKA HE HUKPEG TIUKVOTNTEG (xwpa, dwodoylPog) mAnotalouv otn povada,
€VW UAIKA pe peyaleg mukvotnteg (lead slag) 6ev ¢tdvouv otn povada, katt mou Seiyvel ot
amatteltal d1opbwon Adyw auvtoamoppodnong kat yia oAU uPnAng evépyelag pwtovia. Ma
napadelypa n péylotn twur tou ECF yia lead slag elval ton mepimou pe 0.93. Auto elval cuppato
pe tn BBAloypadia omou avadépetal OTL yla T UPNAEG EVEPYELEC KOl ylot UAKA Ue uPnAEc

TLUKVOTNTEG oL ouvTeAeoTEG ECF mpooeyyilouv tn povada alia dev tnv dtavouv [8], [33].

JTNV OUVEXELD akoAoUBNoe cUYKPLON TWV VEWV TLUWYV Tou ECF UE TIG TLUESG TG pooopoilwaong M-
C. pe emékroon PEXPL TNV evépyela Twv 2000keV. Ot TLHEG QUTEG €XOUV UTTOAOYLOTEL LOVO yLaL TN
YEWHETPlO “8”. ATO TN oUYKPLON TWV AMOTEAECUATWY TPOKUTITEL TO SLAYPAUUO TOU TTAPAKATW

oxnuotog 9.

10,00% -

0,00% +

-10,00% -+

-20,00% 1

Purcantage -30,00% 1

-40,00% 1

50,00% 1

60,003

0 200 400 600 800 1000 1200 1400 1600 1800
Energy
e 501 35 st R g F A, o SFS smpn PG s G e LS

IxAua 9: Aladopd % Twv Tipwv ECF petafd mpoypdupatog MATLAB kat mpocopoiwong M-C
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Onwg dlamiotwvetal n dtadopd auth £nece and to ~60%, ou ITav otnv apxn, oto 21% yla to
o Bapl UALKO (Lead Slag) kal auto yla TiG o XapnAEg evépyeleg. To (610 LoxUeL yla OAa ta UAKA
HE TIG SLadopEg va £XoUV TIECEL KATA TTOAU. AUTO GNUALVEL TTWG OL TPOTIOTIOLHOELG TTIOU £YLVOV OTO
T(POYPALA €XOUV CNUOVTIKA eMidpacn otnv akpifeta umtohoylopou tou ECF, aAAG utdpxeL Xwpog
yla mepaltépw avaBabuion tou mpoypapuotog adol ol SladopEC OTIG XAUNAEG eVEPYELEG OF
OPLOUEVEC TIEPUTTWOELG £XOUV OKOUO APKETA UPNAEC TLUEG.

Meydho evbladépov €xel emiong n oUYKPLON TWV OTOTEAECUATWY TOU VEOU TIPOYPALATOC HE
QUTA Tou Tpoypappartog calceff. Onwg avadp£pOnke Kal mponyoupuévwe, n mponyouevn €kdoon
Tou Tpoypappatoc MATLAB sixe onpaviikég SLadpopEG OTOl OMOTEAECUATO OO TO TPOYPAUUA
calceff. Ztnv véa avaBabuiopévn ékdoon unapyouv akopa StapopEg aAAd 0 UIKPOTEPN KALpaAKA.
Yta 6Vo oxApota 11 kat 12 mou akoAouBouv daivovTal MOoLOTIKA Ol CUYKPLOELG LETALY TwV TPLWV
pneBOdwv untohoylopol tou ECF yia Suo UALKA.

ECF CALCEFF MATLAB PENELOPE FOR Soil 3%
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Ixnpa 10: ECF cuvapTAoEL TNG EVEPYELAG KOLL LE TLG TPELG LEBOSOUG UTIOAOYLOLOU YLOL TO UALKO XWHLOL

ECF CALCEFF MATLAB PENELOPE FOR FLY ASH
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Ixnpa 11: ECF cuvapTioeL TNG EVEPYELOG KOl LE TLG TPELG LEBOSOUG UTIOAOYLOMOU YLOL TO UALKO LITTANEVN TEDPQ
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H péylotn autr) mooootiaia dtadopd yla To XWHo GTAVEL TO 22% KoL YLOL TNV UTTAEVN TEdpa TO
12%. Quotkad, ylo. OAa To UAKA oL peydAeg autég Stadopeg PBplokovtal HOVO OTLG XOUNAEG
evépyeleq. Elval evdladépov To yeyovog otL ol dUo péBodoL TTou XPNOLUOTIOLOUV TIG (OLEG TIUEG
palikol cuvteleoth e€acBévnong (MATLAB kat mpooopoiwan M-C) Bpiokovtal mio Kovtd amod ot
TO OMoTeEAéopaTa TwWV dU0 MPOYPAUUATWY TIOU XpnoLponololv tnv “integral method” (MATLAB
kal calceff). Duokd To TILO ONUAVTLKO €lval OTL T ANOTEAETLATA TOU Tipoypappatog MATLAB mou
BeAtlwOnke ota mAaiola tng AE va gival mo Kovtd ota amoteAéopaTa ThG MPooopoiwong aAAd
Kal TaAL, ot Tpelg uébodol daivetal mwe otig uPnAég evépyeleg mAéov cupdwvolv, EVW OTLG
XOUNAEC UTIApXOUV QmOKAIOELS yla CUYKeKPLUEVA UALKG. 2to oxfua 12 mou akohouBsl
kataypadovtal ol mooootiaieg Stadopég petafld twv mpoypappdtwyv MATLAB kot calceff.
YnievBupiletal 0tL oto npoypappa calceff n clotaon avtwy Twv duo VAKWV eival dtadopeTikr ot
OX£0N LE QUTHAV TTOU XpnolpomolBnke ota duo AAAa mpoypappota. Evéexopévwe, ol Stadopég
Tou epdaviovtal otig XaunA£g eVEPYELEG va odellovTal o€ aUTO TO YEYOVOC.

10

0
-10

-20
Percentage %
-30

-40
-50

-60
0 50 100 150 200 250
Energy

et SOil 3%  wmmewmm Fly Ash

IxAua 12: Atadopd % twv Tipwv ECF petagd Twv npoypappdtwyv MATLAB kat calceff

Me t0 véo TpOypappa NTav TAEoV TTOAU UKOAO val YiVeL pia TOpaUETPLKN LEAETN TNG emibpaong
mou €xel to Babog d otov ouvteheot S10pBwong ECF. MNa va yivel auto emhéxBnkav &vo
evépyeleg (E=50keV kot E=1000keV) kat n yewpetpla “8”. Itn cuvéxela, emléyovtog TLUEG Tou d
otnv neploxn 1-3 cm pe BrAua 0,2cm umoAoyloBnkav oL avtioTtolyeg TIHEG tou ECF. Me tov Tpomo
QUTO TpogkuPav Ta SLaypappaTa Tou mapouctdlovtal ota oxnuata 13 kot 14. Onwg daivetal
armd Ta OXAMUATA QUTA KoLl yla TG SUO TIMEG TNG EVEPYELOC UTIAPXEL HLOL ULKPN MEelwon tou
ouvteleot) ECF pe to BAaBog d, pe tn peiwon auvth va sival peyaAltepn yla Tt VALK PE TN
peyaAUTePN TUKVOTNTA. Zadwg AoLrov nailel poAo n katdAAnAn emthoyn Tou cuvteleotr d yla to
owotod umoloylopd tou ECF kot auto eival katt mou Boa mpémel va SiepeuvnBel pe peydin
T(POCOXN OTN CUVEXELQ.

Télog, SlepeuvnOnke n emidpaon mou €xel n emloyn tou PBabou¢ d oe ocuvduaopd HE TN
YVEWHETPLA — ELOLKOTEPA TOU TIAXOUG TOU Selypatog — otnv T tou cuvteleotr ECF. Ta oXeTIka
arnoteAéopata napouctdlovtol oto oxrpa 15 yio to Baputepo UALKO Ttou pelethOnke “lead slag”.
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Ao TA CUUTEPACUOTA TWV TPLWV TEAEUTALWY SLAYPAUUATWY UMOPOUUE VA €XOUME HLA TILO
OAOKANPWHEVN ELKOVA YLa TO TTWG petaBaAAetal o cuvteheotng ECF ouvaptrioel tou “d”.

TeAlkd, OmMwc. daAlveTAL TO VEO TIPOYPALA AELTOUPYEL LE LKOVOTIOLNTLKN aKpiBela otig UPNAES
EVEPYELEG KOL E HLKPOTEPN aKpiBela oTIC XOAUNAEG. Me TIG OAAQYEG TTOU £YLVOV OTO TIPOYPOLLOL
€xel auénBbel n akpifela kaL n AsltoupylkotnTa TOoU KABWE Kal ol duvatotnteg emAoyng Tou
xprotn.

Ma ta YOUNANG TIUKVOTNTAG UALKQ Tou efetdobnkav ol dltadopég pe Ta AMOTEAECUOTA TNG
npooopoiwong M-C eivat aonipavteg (1%-5%). Ma ta uPnARg MUKVOTNTAG UALKA N Stadopd amod
TO. OMOTEAECHATA TNG MPOoopoiwang Uropel va Gtavel To 20% yLa EVEPYELEC XOUNAOTEPES TWV
200keV. Ou Sladopég autég Ba pmopoloav va odeilovtal otnv T Tou evepyol Pdaboug
aMnAenidpaong “d” n omola daivetal va emnpedlel oNUAVIIKA TA AMOTEAECUATA. ITO ONUELo
QUTO Ba TIPETEL VA ECTLACEL KOl N LEAAOVTLKI £PEUVA OTO AVTIKELHEVO aUTO, KaBwg Ba pumopouoe
evlexouEvwe va BeATlwOel n oxéon mavw otnv omnoia Baociletal n oAokAnpwtikn pHéBodog, £tal
wote va AapPavel umoyn tnv mepintwon availuong VALKWY TTOAU UEYAANG TTUKVOTNTOG KAl TNV
enibpaon mMou aUTH UMOpPEL va €XEL 0 MAPAUETPOUG OMwC, To evepyod BaBog aAAnAemnidpaong, 1
evBeXOpEVWC GANQ PpaVOpEVQ, OTIWG N OXESOV EAAOTIKN okéSaon pwtoviwv®. Tuvadwe, peydio
evlladépov Ba €xel n HeAETn TNG emMidpaong TNG TUKVOTNTAG TWV UAKWV OTNV TWUAR TOu
ouvteleotn ECF.

Mavtwg, avefdptnta amod TG OMOLEC avakpiBeleg MOPOUCLAOVTAL OE OPLOMEVEG EVEPYELEG KOl
TIUKVOTNTEG, TO OAO gyxeipnua tng tpomomoinong tou apxtkol kwdika M-C kpivetal Slaitepa
EMUTUXNUEVO, KABWG TIPOKELTOL yla €va EMAPKWE aKPLBEG Kal olaitepa KO oTO Xpnotn
TPOYPOUHA VLo TOV UTIOAOYLOUO OUVTEAECTWY dLOpBwaong autoamoppodnong o KABNUEPLVES
edpappoyeéc. ETumA£ov, n €UKOAlOL XprioNnNg TOU TPOYPAUMATOG emétpee TNV avadelln tng
avaykoldtntag yiwa xpron ouvteheotwv ECF akopa kat ywo moAU uPnAég evépyeleg mou
mAnolalouv ta 2000 keV.

® Near elastic scattering
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CHAPTER 1

INTRODUCTION

Gamma ray spectroscopy is an analytical technique used for the qualitative and quantitative
determination of gamma ray emitting radionuclides in a sample. The technique is based on the
analysis of the gamma ray spectrum produced by the gamma rays emitted from the sample. When
a relative thick sample — like those analyzed in environmental applications — is analyzed through
gamma ray spectroscopy, a part of the gamma rays which are emitted from the sample is either
absorbed or scattered from the sample material itself. The result is the loss of some photons that
would be otherwise recorded under the corresponding photopeak in the spectrum — a
phenomenon described as “self-absorption” of the photons within the sample itself. The
attenuation of the photon beam emitted by the sample, besides the sample geometrical
characteristics, depends upon the density and elemental composition of the sample and the
energy of the gamma radiation.

In gamma spectroscopic analysis, quite often samples of large volume and thickness need to be
analyzed. In this case — especially when low energy photons are involved — the self-absorption
within the sample may be significant. Since the efficiency calibration of the detector is normally
performed using a calibration standard made up from material of specific type and density, the
difference in self-absorption between the calibration standard material and the sample material
needs to be taken into consideration. To this end several methods have been proposed in the
literature [2]. The method that has been implemented and is being used at the Nuclear
Engineering Laboratory of the National Technical University of Athens (NEL-NTUA) since more
than 25 years, is based on the calculation of an efficiency correction factor (EFC) to take into
consideration the efficiency difference between the calibration standard and the sample that is
being analyzed [2], [5]. For this purpose a computer program has been developed so as to
calculate (EFC) for a series of environmental materials often analyzed at NEL-NTUA, like soil, fly-
ash, and bottom ash produced in coal burning power plants. For these materials it was considered
sufficient at NEL-NTUA to correct for self-absorption only for low energy photons, up to the
energy of 200keV, while for higher energies self-absorption was considered negligible [2].

A group of materials often analyzed the last few years using gamma spectroscopy is NORM
(Naturally Occurring Radioactive Materials). These materials — mostly by-products of mining
activities, metallurgical or other industrial and chemical processes — may contain large amounts of
high Z elements, have high density and as a result may have very high self-absorption
characteristics, especially for low energy photons. Therefore, the last few years it was deemed of
great importance to extend the capabilities of NEL-NTUA to accurate analyzed NORM, especially
after these materials were regulated by the EURATOM Directive 59/2013 [1] that was transposed
to National Legislation in Greece since late 2018. This capabilities extension had to be twofold: (i)
towards the analysis of more materials, including high Z and high density materials, such as NORM
and (ii) towards the extension of self-absorption corrections for higher than 200keV photons, if
needed for these materials.

In [3] the first attempt to extend the capabilities of NEL-NTUA in correcting for self-absorption is
presented. In that work a MATLAB computer program was developed for the calculation of ECF,
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for a series of NORM, reaching photon energy of 400 keV. The results of the ECF obtained with
this program were compared with similar results obtained by other means, including Monte-Carlo
simulation. Although the results obtained were interesting and the program was found useful, it
turned out that the program had had some weaknesses and in some cases the results were
unexpected.

The aim of the present work was to extend and improve, in terms of accuracy and operation, and
to thoroughly evaluate the results of the MATLAB program developed in [3] by comparing its
results with other means of ECF determination. During this work the improvement of the program
output at the low energy region was significant. The program was also extended to give results till
the energy of 2000keV, thus providing ECF values for very important photons regularly used in
gamma spectrometry — especially when analyzing NORM — like those emitted from short lived
222Rn daughters like *Bi and **Pb, **®Ac, **’Pb and “°K. This extension showed that for some
materials there is a need to correct for self-attenuation for very high energies, something which in
most cases is ignored. The new program is furthermore made more user-friendly, while providing
more flexibility to choose between various geometries and materials.

This work consists of six chapters.

The 2™ chapter is a small introduction to gamma ray-spectrometry. It starts with the interactions
of gamma rays with matter and continues with the detectors used for gamma ray spectrometry.
Then the process of the detector efficiency calibration is presented and the need for self-
absorption correction is demonstrated. After a short introduction to some techniques proposed
for self-absorption correction, the method used at NEL-NTUA for the calculation of ECF is
presented in detail. A small introduction to NORM is also given in this Chapter.

In the 3™ chapter the basic characteristics of the MATLAB program developed in [3] are presented.
Typical outputs of the program are shown and comparisons with other means of ECF calculations
are made. This chapter is concluded with the presentation of the program weaknesses and
limitations.

In the 4™ chapter the work done towards the modification, extension and thorough evaluation of
the new MATLAB program is presented. The modifications made resulted to (i) more accurate
determination of ECF, in a wider energy region and for more materials, (ii) ability of the user to
select source to detector geometry, sample geometrical characteristics and material density, (iii)
and a user friendly interface.

In the 5™ chapter the new program is used for the calculation of ECF for various materials and
geometries. The ECF values determined are compared with those obtained by the previous
program version as well other means of calculating ECF, including Monte-Carlo simulation. In this
chapter a series of graphs and figures are presented to demonstrate the new program improved
results in terms of accuracy.

In the last 6™ chapter the results and conclusions of this work are presented, together with
comments on the new program operation, its weakness and limitations. Ideas for future extension
and improvement of the program are also presented, as well as ideas for future research in this
field.
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CHAPTER 2

GAMMA SPECTROSCOPIC ANALYSIS OF ENVIRONMENTAL
SAMPLES

In nature, the nuclei of most atoms are stable. However, certain atoms have unstable nuclei
due to an excess of either protons or neutrons. These nuclei are described as radioactive and
are known as radioisotopes of radionuclides.

The nuclei of radioactive atoms change spontaneously into other atomic nuclei, which may or

281J) changes into a succession of

may not be radioactive. For instance, Uranium-238 (
different radioactive nuclei — often called daughter radionuclides — until it reaches a stable
form, Lead—206 (?°®Pb). This irreversible transformation of a radioactive atom into a different
type of atom is known as disintegration or decay. It is accompanied by the emission of
different types of radiation, usually a-particles, or B-particles and in most cases by one or
more y-rays (photons) too. A chemical element can therefore have both radioactive isotopes
and non-radioactive isotopes. For example, Carbon-12 (**C) is not radioactive, while
Carbon—14 (*C) is radioactive. Because isotopes of the same element have the same electron
structure, the chemical properties of the stable and radioactive isotopes of the same element

are the same.

All radionuclides are characterized by their half-life T,,. Half-life indicates the time needed for
half of the existing radioactive nuclei to decay to the daughter nuclei. Each radionuclide is
characterized by a decay constant (A) which is given by the formula:

In(2)
A= 2.1)
T
The average decay rate of a certain number of (N) nuclei in a sample is described by:
dN
—=-A-N (2.2)
dt
Thus, eventually the low of radioactive decay comes with the following equation:
N(t)=N,-e ™ (2.3)

which gives the number of nuclei that have not decayed yet after time t, when the number of
nuclei at t=0 is No.

The determination of a radionuclide is mostly based on the detection and analysis of the
radiations which it emits. In most cases it is based on the analysis of the spectrum of its y-
rays (photons), a method called gamma-ray spectroscopy (y-spectroscopy).

Gamma spectroscopy is a non-destructive analytical technique for the qualitative and
guantitative determination of gamma emitting radionuclides. The technique is based on the
collection of the spectrum of gamma rays emitted by a source, using a suitable gamma ray
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detector. In most cases a high resolution detector, such as an HPGe® detector is used for this
purpose. Some of the photons emitted by the source deliver all their energy to the detector,
thus resulting to a characteristic peak in the spectrum known as a photopeak. The photons
which deliver only part of their original energy to the detector, as a result of an interaction
with the detector, the source or the surroundings are recorded in the spectrum as the
background continuum. Therefore, a gamma spectrum consists of photopeaks on top of a
background continuum. The analysis of the gamma spectrum and the determination of the
energy and the area corresponding to the photopeaks observed may result to the
determination of the radionuclides emitting the photons which are detected, as well as their
activity (Bqg). The interactions of the gamma rays (photons) with the detector, the detector-
shielding and the sample itself are of great importance to the shape of the spectrum and the
size of the photopeaks especially. The most important parameter to describe the interactions
of gamma rays with materials in general is the linear attenuation coefficient u, which
expresses the probability per unit length of photon track, for a photon to interact with a
material. The linear attenuation coefficient strongly depends on the material type and
density as well as the photon energy. It is therefore to be expected that different materials
having different p values will result to a different attenuation of photons.

2.1 Interactions of gamma rays with matter

Gamma rays refer to electromagnetic radiation (no rest mass, no charge) of very high
energies which are very penetrating into matter. They are emitted by unstable nuclei in their
transition from a high energy state to a lower state, usually after a previous beta or alpha
decay.

Gamma rays interact with matter through a series of interactions. Although a large number
of possible interactions are known, there are four key interaction mechanisms with matter:
the Photoelectric Effect, the Compton Scattering, the Elastic Scattering and Pair Production.
All four of them are briefly described in the following paragraphs. It should be noted here
that, X-rays, which are also electromagnetic radiation as gamma rays yet of different origin,
have the very same characteristics as gamma rays and interact with matter with the very
same mechanisms.

2.1.1 Photoelectric Effect

In the photoelectric effect, a photon undergoes an interaction with an electron which is
strongly bound in an atom (e.g. a K-shell electron). In this interaction the incident photon
completely disappears and an energetic electron (often call photoelectron) is ejected from
one of its bound shells. The kinetic energy of the ejected photoelectron (E.) is equal to the
incident photon energy (h-v) reduced by the binding energy of the photoelectron in its
original shell (E,).

E =hv-E, (2.4)

° High Purity Germanium detector
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Therefore, photoelectrons are only emitted by the photoelectric effect when photon energy
exceeds a threshold - the binding energy of the electron in the shell. For low energy gamma
rays and for high Z materials the photoelectron is the dominant interaction of photons with
matter.

Following a photoelectric interaction, an ionized atom is created with a vacancy in one of its
bound shells. This vacancy will be quickly filled by an electron from a shell with a lower
binding energy (outer shell) resulting to the emission of a characteristic X-ray. The
rearrangement of electrons from other shells creates another vacancy, witch, in turn, is filled
by an electron from an even lower binding energy shell. Therefore a cascade of more
characteristic X-rays can be also generated (Fig. 2.1).

O
O [L] b O
C £ Jump of L-shell
. i . electron to the K shell
Photon gamma O : f '\1.\'"-3
incident L
o

T—fi
o &‘
O
Ejection of a K-shell

o electron

Figure 2.1: Photoelectric interaction

Since the electrons and the low energy X-rays emitted after a photoelectric interaction are
not very penetrating, it is very probable that the total energy of the original photons is
deposited locally. As a result, when a photon interacts with a detector through photoelectric
interaction, the original photon energy will be most likely fully absorbed within the detector.

2.1.2 Compton scattering

Compton scattering is the inelastic scattering of a photon (which may be an X-ray or gamma
ray photon) by an electron of the outer shells, loosely bound in the atom. In Compton
scattering, the incident gamma ray loses energy and is deflected through an angle (8) with
respect to the original photon direction. The photon energy lost is transferred to an electron.
This energy can vary from zero to a large fraction of the incident gamma ray energy, because
all angles of scattering are possible. The Compton Scattering was observed by A.H. Compton
in 1923 at Washington University in St.Louis. Compton earned the Nobel Prize in Physics in
1927 for this new understanding about the particle — nature of photons.

When a photon suffers a Compton scattering, only part of its energy will be deposited locally
(mainly that carried by the recoil electron), while the rest of the energy carried by the
scattered photon will be most probably deposited elsewhere (Fig. 2.2).
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Figure 2.1: Compton Scattering

2.1.3 Rayleigh elastic scattering

In Rayleigh scattering, the photon is scattered by bound atomic electrons, without causing
atomic excitation or ionization and therefore no energy loss (Fig. 2.3). In essence, Rayleigh
scattering is a scattering by the atom as a whole. Therefore the charge distribution of all
electrons in an atom must be simultaneously considered. This kind of scattering occurs
mainly with very low energy photons, when a photon does not have enough energy to ionize
the specific atom shell.

Scattered
photon

® r: e
Incident \ \\—/ K /
photon X " L &

Figure 2.3: Rayleigh Elastic Scattering

2.1.4 Pair Production

In general, pair production is a natural phenomenon where energy is directly converted to
matter. The phenomenon of pair production can be viewed in two different ways. One way is
a particle-antiparticle production and the other is particle-hole production. The particle-
antiparticle production is the result of the interaction of a package of electromagnetic energy
(high energy gamma ray or X-ray) travelling through matter. It is one of the possible ways in
which gamma rays interact with matter and at high energy this interaction dominates.
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In order for an electron-positron pair production to occur, the photon energy must exceed a
threshold energy, which is equivalent to the rest mass of the two particles
(1,02MeV=2-0,511MeV). The excess energy above 1,02 MeV will be equally shared between
the two particles as kinetic energy (Fig. 2.4). The presence of an electric field of an atom is
essential in order to satisfy conservation of momentum and energy. In order to satisfy both
conservation of momentum and energy, the atomic nucleus must receive some momentum.
Therefore a photon pair production in free space cannot occur. Pair production is most
probable for high energy photons and high Z materials.

Since positron is the anti-particle of the electron, when the positron comes to rest, after
losing its kinetic energy, it interacts with another electron, resulting in the annihilation of the
both particles and the complete conversion of their rest mass back to pure energy in the
form of two oppositely directed 0,511MeV gamma rays. The pair production phenomenon is
therefore related with the creation and destruction of matter in one reaction.

X-ray or
gamma ray
z;;f @ positron

”—:Ll/

/- '::::z;;\
(—\I \ "© electron

\;f/

Figure 2.4: Pair Production simple schematic

' Pair Production |

2.1.5 Linear and mass attenuation coefficients

All the interactions described in the previous paragraph — with the exception of the elastic
scattering — result to the loss of the original photon energy (photoelectric effect and pair
production) or reduction of its energy and change in its direction (Compton scattering).
Therefore, the original photon beam emitted by the source is attenuated (lost or scattered)
as a result of these interactions.

A measure of the probability of an interaction to occur with an atom is the cross section. The
total cross section is a measure of the probability of any interaction to occur with the atom
and is equal to the sum of all cross sections:

c=0,+0,+0,+0, (2.5)
where:
oy : Photoelectric effect cross section
o, : Compton scattering cross section
o, : Pair production cross section
O, : Elastic scattering cross section
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In most cases elastic scattering is ignored and therefore o, is considered equal to zero.

Depending on the gamma ray energy and the absorber material, one of the three remaining
partial cross sections may become the dominant one as can be seen in Figure 2.5. At low
energies, the photoelectric effect dominates. Compton scattering dominates at intermediate
energies and for low Z materials. Finally, electron—position pair production dominates at high

energies.
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Figure 2.5: The relative importance of various processes of gamma radiation with matter

For a monoenergetic narrow photon beam with intensity | (photons/cm?-s) falling on a slab
with thickness dx, the attenuation of the photon beam as a result of the interaction of the
photons with the slab material is given by the formula:

—dl =1-pu-dx (2.6)
where:
di : the number of photons removed from the photon beam as a result of any
interaction
/ : the number of photons in the original photon beam (photons/cm?®:s)
dx : the slab thickness (cm)
u : the probability per unit length of a photon to interact with the slab with any

interaction, known as the linear attenuation coefficient,

The attenuation of gamma radiation can be then described by the following equation, which
is known as the exponential low of photon attenuation through a slab of thickness x (Fig.
2.6):

I=1,-e"" 2.7)

Where Iy, and | are the original and the attenuated photon beam intensities respectively.
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The linear attenuation coefficient u is the sum of the attenuation coefficients for all
interactions:°

/u = TPhota + O-Camptun + KPP (28)

Iﬂ I(x)= Iﬂexp(-yx]
/

0 X
Figure 2.6: The exponential low of photon attenuation

The linear attenuation coefficient depends on the photon energy, the material type and the
material density p. When characterizing a material for its absorbing properties, the mass
attenuation coefficient u,, is also used. The mass attenuation coefficient is defined as the
ratio of the linear attenuation coefficient and the absorber density (u/p) and its units are
[cm*g']. The attenuation of gamma radiation can be then described by the following
formula:

I=1,-e*™" (2.9)

Where p is the material density, u,, is the mass attenuation coefficient and the product x-p is
the mass thickness of the slab. By definition, the mass attenuation coefficient depends only
on the material and photon energy and is independent of material density.

2.2 Basics of gamma ray spectrometry

Gamma ray spectrometry is an analytical method that allows the identification and
quantification of gamma emitting radionuclides in a variety of matrices. Applications of
gamma ray spectrometry include: nuclear physics, radioecology, monitoring in nuclear
facilities, health physics, nuclear medicine etc. In one single measurement and with little or
no sample preparation, gamma ray spectrometry allows the detection and quantification of
several gamma emitting radionuclides in the sample. The result of the measurements is the
gamma spectrum (Fig. 2.7) where a series of lines can be observed over a continuous
background. Each line corresponds to the photons of a specific energy (photopeak) emitted
by the source, which have deposited all their energy to the detector.

1% Each coefficient corresponds to the probability per unit length that a photon interacts with the
specific interaction.
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The whole process in a gamma spectroscopic analysis is briefly described next. The
radionuclides in the analyzed sample emit one or more gamma rays with characteristic
energies. These gamma rays may be reach the detector and interact with it. The signal
produced as a result is detected by the detector, treated by the electronic setup and then
presented in the form of a spectrum. In more detail, first the photons interact with the
detector material in the ways described in the previous chapter (chapter 2.1) and their
energy is converted in kinetic energy of charged particles (electrons “e and possibly
positrons “e™). Then, depending on the detector type, electron—ion pairs, electron-hole pairs
and exited molecular states are produced as a result of the interactions of the charged
particles with the detector material.
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Figure 2.7: Typical gamma spectrum with a Low Energy Germanium detector

In the case of HPGe detectors (Fig. 2.8) which are mainly used in gamma spectroscopy
applications, the charge carriers are electron—hole pairs. The collection of the charge carriers
by the system electronics result to the signal (pulse) produced by the photon interaction with
the detector. There are many components in the gamma spectrum, but two of them are the
most important. The first one is the Full Energy Peak (FEP) which is basically the result of
detecting full energy events. The second one is the background continuum which is the result
of the partial deposition of the original photon energy to the detector.

Figure 2.8: High Purity Germanium detector (HPGe) at NED-NTUA
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The position of the photopeak in the spectrum reflects to the photon energy and may result
to the emitting radionuclide detection. The net area under the photopeak (Fig. 2.9)
corresponds to the total number of photons recorded under the photopeak during
measurement and may result to the detected radionuclides quantification.

A gamma ray spectrometer is a gamma ray detector and consists of three parts. The first one
is the detection system that includes the energy sensitive detector and the shielding which is
very important — especially for low activity measurements. The second one comprises the
electronics that analyze the pulses produced by the interaction of photons with the detector
and process the detector signals, like the multi — channel analyzer (MCA). The final part is the
data analysis system which includes the gamma analysis software. The most important
information in a gamma spectrum is the photopeaks detected. The net''area under a
photopeak corresponds to the photons of a specific energy E that have been detected during
spectrum collection.

COUNTS/CHANNEL

CHANNEL NUMBER

Figure 2.9: The photopeak in a typical gamma spectrum

This number of photons is related to the activity of the respective radionuclide with the
following formula:

L. area
activity = — - - (2.10)
time - yield - efficiency
where:
time :is the duration of spectrum collection
yield : is the emission probability of the photons of the specific energy

efficiency: is the full energy peak efficiency of detection of the energy E photons

As it is made clear from formula 2.10, full energy peak efficiency is a key factor in gamma
spectroscopy and a correlation between the efficiency and the photon energy for the specific
source-to-detector geometry used, has to be determined prior to any analysis. This

" The area (P) above the background
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correlation is determined either experimentally or using other techniques, such as Monte-
Carlo simulation. It is very important to notice that this correlation is valid for the material of
the calibration source. For a material of a different type or density the efficiency may not be
the same, due to the different interactions of the photons between the two materials, and
therefore due to the different photon attenuation. This problem of the different attenuation
within the source, known as self-absorption is more pronounced for high Z and dense
materials, thick samples, and low energy photons.

2.2.1 Low Energy Germanium Detectors

For the detection and the spectroscopic analysis of low energy photons (e.g. below 200keV
or even lower) a specific type of detector may be used. These detectors have a special
configuration that allows the detection of these low energy photons with higher efficiency
than conventional HPGe detectors (Fig. 2.10). The Low Energy Germanium Detector (LEGe) is
in all aspects optimized for performance at low and moderate energies and has specific
advantages over conventional planar or coaxial detectors. The LEGe detector is fabricated
with a thin front and side contact, thin dead layer and also a window typically made of Be, or
carbon fibers. The area of the rear electric contact of the detector is less than the whole
detector area, which gives a lower detector capacitance compared to a planar detector of
similar size. Since preamplifier noise increases with detector capacitance, the LEGe detector
affords lower noise than any other detector geometry and consequently better energy
resolution’” at low and moderate energies. This characteristic is of particular importance,
since in the low energy region — besides the gamma rays — a large number of X-rays of
different origins are normally detected too, resulting to a complicated spectrum. Therefore,
LEGe detectors are preferable in low energy gamma spectroscopy, for the detection for
radionuclides like: °Pb (46.52keV), >**Th (63.29keV) and ***Am (59.54keV).

Be Window —\ /— Front Contact

1

— / —_

7

Rear Contact

Figure 2.10: LEGe Schematics.

12 Energy resolution is an expression of the ability of the detector to resolve between photopeaks of
similar energy and is usually expressed as the Full Width at Half Maximum of a photopeak (FWHM)
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2.2.2 Efficiency Correction Factor in Low energy gamma spectrometry

As previously mentioned, one of the problems in gamma ray spectroscopy is the different
attenuation of the photons inside the source used for efficiency calibration and the material
of the analyzed sample. As a result, the counting efficiency during the analysis of samples can
be significantly affected by this different self-absorption, particularly when a radionuclide
emits low-energy photons. Self-absorption may be defined as the absorption of photons by
the sample emitting them. These absorbed photons do not reach the detector and, if
appreciable, counting efficiency can be significantly reduced. Self-absorption depends on the
photon energy, the sample composition, namely its effective atomic number and its density;
furthermore it depends on sample geometry — especially sample thickness.

The importance of self-absorption increases as the energy of the photons decreases and the
density of the sample gets higher. Several radionuclides detected in environmental samples
emit photons in the low-energy region below 80keV, like: **°Pb (46,52keV), *Th (63,29keV)

>LAm (59,54keV). For this reason, it is generally accepted [2] that corrections are needed

and
below about 200keV. As it will be shown in this work, there are cases where correction is
needed for much higher energies. This work will be focused on photon energies between

40keV and 2000keV.

In general, to take into consideration the difference between the efficiency obtained during
efficiency calibration, and the actual efficiency of the detector during the analysis of a
specific sample, an efficiency correction factor (ECF) “»” [5] may be used. This factor may be
defined as the ratio:

€ fs‘ample
= 2.11
77 ef-f‘calisld ( )

Where:
eff<ampre  : the efficiency of photon detection for the sample material
effcal., o4 : the efficiency of photon detection for the calibration source material

If the efficiency of the detector for a specific source-to-detector geometry and material is
known — e.g. from a previous experimental calibration — and ECF is also known, then the
actual efficiency during the analysis of a sample is determined as the product:

ef];am;;le = ef]‘calistd : 77 (2 12’)

In the literature, a small number of methods that can be applied for the determination of ECF
may be found.

One such method involves Monte Carlo simulation. If for a specific source-to-detector
geometry, both eff.gmpe and eff.q; sts are determined for the same energy, then, formula 2.11
gives ECF. One might claim that in this case there is no need for ECF calculation since effsampie
is already known. It should be emphasized however that, in case the detector geometry is
not known with good accuracy, then, the efficiency correction factor calculated as the ratio
of the two efficiencies determined via simulation, tends to rule out the inaccuracy introduced
due to the detector geometrical characteristics. The ECF calculated this way should be then
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used to correct the experimentally determined detector efficiency. Another good reason to
calculate ECF using M-C simulation is to compare with the results of other methods.

Another method for the determination of ECF is based on the measurement of the
attenuated and the non-attenuated photon beam which is produced by an external photon
source put over the sample vessel. This method is based on the following formula® proposed
in [25].

l—e ™"
=1 —- (2.13)
H-X
where:
lo : is the non-attenuated photon beam. In this case the source is put over an empty
sample vessel

/ : is the attenuated photon beam through the specific sample
u :is the linear attenuation coefficient of the material

X :is the sample thickness

The ECF is calculated as the ratio of the values of I//lo determined for both the sample and
calibration source. This method correlates the attenuation of an external photon beam
through the sample, to the self-absorption of the photons emitted within the sample.
However, this technique has a limited accuracy and is applicable for a specific range of
sample thickness [25] and it will not be used in this work. For this purpose no more details
will be given.

A third method for the calculation of ECF is based on a formula that was introduced by [4].
This method simply known as the “Integral Method” has been used by [5] in order calculate
the efficiency correction factor that is being used at NEL-NTUA for self-absorption
corrections, when analyzing environmental samples using low energy photons, below
200keV. For this purpose a FORTRAN computer program named calceff has been developed
and is integrated within the gamma spectroscopic analysis code SPUNAL used at NEL-NTUA.

2.2.3 The Integral Method for the determination of ECF

The “Integral Method” was developed as an analytical way to calculate the efficiency
correction factor due to the different self-attenuation properties of two materials — the
calibration standard and the sample that is being analyzed — provided that the source-to-
detector geometries are identical. The method is based on the assumption that “all photons
emitted by the calibration standard and the sample that is analyzed are absorbed by a
“fictitious” point detector, situated inside the actual detector at a specific depth” (Figure
2.11). The fictitious point detector lays at a depth d, inside the actual detector, which is
known as “effective interaction depth” that has to be experimentally determined, applying a
process that will be described in the next paragraph.

B tis often reported as the ”self-absorption formula”
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Figure 2.11: Point — detector schematics, [4]

Under the assumption previously made, the detector efficiency may be calculated by the
formula:

2.d> 1 t¢ e
e =¢(0,d) o —[[——rdx-dr 2.14
g R H J;;';r2+(x+a’)2 .19
where:
& : peak efficiency for the source-to-detector geometry and photons with energy E.

&g : peak efficiency for a point source placed at (0,d) inside the source.

u : linear attenuation coefficient (cm™)

d : distance between source and detector that has to be experimentally determined
Rt : radius and height of the sample vessel.

z : distance traveled by a photon inside the source before it is absorbed in the detector

Distance d is calculated by the formula:

d=d +d +d (E) (2.15)
where:

d, : source to detector end cap distance [cm]

d. : detector to detector end cap distance [cm]

d.(E) :detector effective interaction depth [cm]

distance z is calculated by the formula:

z=xr +(x+d) /(x+d) (2.16)
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In formula 2.14 one can identify two parts:

» one part which is purely geometry specific and should be the same regardless of the
sample material, and

» one part which includes information about the attenuating properties of the material
through W, which in general is differs between calibration source and sample. This
second part is given by the formula:

—uz

e
m'r'dX'dV (217)

J(ﬂ)=ﬁ

It is therefore obvious, that the efficiency correction factor # between the sample material
and the calibration standard material can be calculated by the formula:

— gv,sample — J(:usgmp]e)
gv,cal _std J(/Ucal _std )

(2.18)

where:

Ueal st - calibration source linear attenuation coefficient
Usample : Sample source linear attenuation coefficient

As shown from the previous formulas, for a specific detector, “n” depends on the linear
attenuation coefficient of the calibration source, the linear attenuation coefficient of the
sample material and on the geometry characteristics of the sample. Needless to say, this
method is applicable only for cylindrical sources.

2.2.4 The detector effective interaction depth

As the photons emitted from the volume source are not absorbed in the surface of the actual
detector but instead at different depths inside the detector, the “fictitious” point detector
should be positioned in a place where it would produce the same results with the actual
detector. Therefore the effective interaction depth d. corresponds to the average depth of
interaction of photons within the actual detector. The depth d. should depend on the photon
energy and the type and geometry of the detector.

The effective interaction depth for a specific detector and photon energy should be
experimentally determined, following the procedure described in [4]. This procedure requires
the positioning of a point source which emits photons of the energy of interest along the axis
of the actual detector and in various distances from it, and recording the count rate of the
photons detected for each distance. Then, taking into consideration the inverse square low,
with a simple graph of the recorded count-rates it is easy to determine the effective
interaction depth.

By applying this technique, the effective interaction depth for the LEGe detector installed at
NEL-NTUA [2] has been estimated equal to:
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> 1.00 cm + 1.4%, for 59.54 keV photons
> 1.34cm0.9%, for 122.06 keV photons
> 1.33cm = 1.33% for 661.66keV photons

However, a value of 1cm for d. has been used so far for efficiency correction for all energies.
In the present work the effect of using different values for d. on ECF calculation is also
investigated.

2.3 Naturally Occurring Radioactive Materials (NORM)

All minerals and raw materials contain trace amounts of radionuclides of natural origin. The
most important radionuclides — from the radiation protection point of view — are the
radionuclides of the Uranium (***U) series (Fig. 2.12), Thorium (**2Th) series (Fig. 2.13) and
(*°K). For most human activities involving minerals and raw materials, the levels of exposure
to these radionuclides are not significantly greater than normal background levels and are of
no concern from the radiation protection point of view. However, certain work activities can
give rise to significantly enhanced exposures that may need to be controlled by regulation. A
material giving rise to these enhanced exposures has become known as Naturally Occurring
Radioactive Material **(NORM).

The NORM acronym potentially includes all naturally radioactive elements found in the
environment. However, the term is used more specifically for all naturally occurring
radioactive materials where human activities have increased the potential for exposure,
compared with the unaltered situation. Concentrations of actual radionuclides may or may
not have been increased; if they have increased, the term technologically - Enhanced NORM
(TENORM) may also be used.

Figure 2.12: Uranium series

" “World Nuclear Association” ( https://www.world-nuclear.org/information-library)
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238, 22Th and “°K and any of their decay products, such as

Long lived radionuclides such as
radium and radon isotopes are examples of radionuclides found in NORM. These
radionuclides have always been present in the Earth’s crust and atmosphere and are
concentrated in some places, such as uranium ore bodies which may be mined. The term

NORM is used also to distinguish “natural radioactive material” from anthropogenic sources
of radioactive material, such as those produced by nuclear power plants or used in nuclear

medicine.

Figure 2.13: Thorium series

By-products, or waste produced during a series of industrial activities, such as smelting,
metal production industry, fertilizer industry, fossil fuel burning for electricity production, oil
extraction, geothermal energy production etc, are quite often characterized as NORM. This
particular group of NORM may have high density and contain significant amounts of high Z
elements. As a result, when analyzing these materials using gamma spectrometry techniques,
the problem of photon self-absorption may become much more significant compared to that
observed in other environmental materials such as soil or sediments.

In this work, a series of NORM was examined with regard to their photon absorbing
properties and the need to use an efficiency correction factor, when applying gamma
spectroscopic techniques for their analysis. Six typical NORMs were analyzed for their photon
self-absorption properties. As the matrix of many calibration sources is 4M HCI solution, the
absorbing properties of this material where also examined. Another material that was also
analyzed — mainly for comparison reasons — was a typical soil with 3% humidity content. All
these materials — with the exception of 4M HCl — are considered as typical environmental
materials and typical weight composition and density tables for them are listed in the
(ANNEX V). Finally, water was also examined as a sample material, since the analysis of water
samples is a routine type of analysis at NEL-NTUA. The materials examined during this work

are:®

> The code names used during this work for the materials is in parentheses
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Soil with 3% moisture [Soil 3%]

Red Mud ( waste generated in Bayer process ) [RM]
Fly Ash [FA]

Phosphogypsum [PG]

Lead Slag [LS]

Granulated Slag [GS]

Shaft furnace slag [SFS]

4M HCl solution (Calibration Material) [4M HCI]

vV V V V V V V V V

Water [Water]

In the paragraphs that follow more details on the materials examined are provided.

2.3.1 Soil

Soil (Fig. 2.14) is simply a porous medium consisting of minerals, water, gases, organic matter
and microorganisms. A traditional definition for soil is: “soil is a dynamic natural body having
properties derived from the combined effects of climate and biotic activities, as modified by
topography, acting on parent materials over time” [52].

Figure 2.14: Natural soil

In more detail, the largest component of soil is the mineral portion, which makes up
approximately 45% to 49% of the volume. Soil minerals are derived from two principal
mineral types. Primary minerals, such as those found in sand and silt are those soil materials
that are similar to the parent material from which they formed. They have often round or
irregular shape. Secondary minerals, on the other hand, result from the weathering of the
primary minerals, which release important ions and more stable mineral forms such as
silicate clay. The texture of soil is based on the percentage of sand, silt and clay found in that
soil. The identification of sand, silt and clay is based on size. Water is the second basic
component of soil. Water can make up approximately 2% to 50% of the soil volume. The
capacity of a soil to hold water is largely dependent on soil texture. The more small particles
in soil, the more water the soil can retain. The next basic component of soil is organic matter

33



which is found in soils at levels of approximately 1% to 5%. Organic matter is derived from
dead plants and animals and as such has a high capacity to hold onto and/or provide the
essential elements. The last component found in soils is gases or air. Because air can occupy
the same spaces as water, it can make up approximately 2% to 50% of the soil volume.
Oxygen is essential for root and microbe respiration.

2.3.2 Red Mud

Red mud is a by-product of the Bayer process used for the production of alumina from
bauxite. It is usually stored in dams, where the possibility of accidents cannot be excluded
(Fig. 2.15). Its composition depends upon its parent material (bauxite) from which it is
produced. It is present in the form of slurry, having 10-30% solid materials and high pH. Red
mud contains a large amount of Al and Fe oxides.

Figure 2.15: Red Mud accident in Hungary

2.3.3 Fly Ash

Fly ash is a coal combustion by-product (Fig. 2.16). It is among the by-products that make up
the most abundant waste materials worldwide. If not collected, this waste material is
released with the flue gas in a coal fired power plant. Fly ash exists after fossil fuel
combustion because ash adheres to coal, making up between 1-15% of its weight. Moreover
it is composed of tiny, airborne particles and is thus considered to be a type of a particulate
matter or particle pollution.

To prevent the ash from escaping when the coal is burned, electrostatic precipitators (ESP)
are used to reduce the emission of fly ash to the atmosphere. Additionally, other stack
filtration devices such as bag houses and scrubbers are used to reduce the emission of fly
ash. These methods are able to catch most, but not all, of the fly ash as they are unable to
capture particles that are less than a micrometer in diameter. These small particles escape
the flue stacks into the air. Fly ash is a typical NORM analyzed for its chemical composition
and radionuclide content. Along with the health and environmental impacts of fly ash, an
additional issue is that it exists in massive quantities. Fly ash may be recycled and used in the
production of cement, concrete and asphalt.
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Fly ash can have different chemical makeup, depending on where the coal was mined. This
ash can contain lead, arsenic, mercury, cadmium, uranium, thorium and their decay
products. The U.S. Environmental protection Agency **(EPA) has found that significant
exposure to fly ash and other components of coal ash increases the risk of cancer and other
respiratory diseases development.

Figure 2.16: Fly ash piles

2.3.4 Phosphogypsum

Phosphogypsum is a by—product from the processing of phosphate rock in plants producing
phosphoric acid and phosphate fertilizers. The wet chemical phosphoric acid treatment
process, or “wet process”, in which phosphate ore is digested with sulfuric acid, is widely
used to produce phosphoric acid and calcium sulfate as by-product.

The world production of phosphogypsum annually is estimated to about 300Mt. This by-
product contains various impurities, both chemical and radioactive and is usually stockpiled
within special areas (Fig. 2.16). The problem of phosphogypsum has already been recognized
as an international ecological problem. For example, huge amounts of phosphogypsum have
accumulated in Florida, Europe, Canada, Morocco, Togo, India, China, Korea, Israel, Jordan,
Syria, Russia and other parts of the world.

The building materials industry seems to be the largest among all the industries which is able
to reprocess amounts of this industrial by-product. However, only 15% of world
phosphogypsum production is recycled in building materials industry — mainly in the
manufacture of Portland cement — while the rest 85% is disposed off without any treatment.
Disposed phosphogypsum is usually dumped in large stockpiles occupying considerable land
areas and causing serious environmental damage due to both chemical and radioactive
contamination.

The key problem restraining the utilization of phosphogypsum in construction is its

226

radioactivity content — mainly ““’Ra content — and the possible effect on human health. The

remaining impurities can be extracted relatively easily.

'® EPA regulation on website : (https://www.epa.gov/coalash/coal-ash-rule)
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Figure 2.17: Phosphogypsum pile

2.3.5 Slags

Many metal processing industrial activities produce various types of slags as by-products.
Typical slag types examined in this work are:

Lead Slag

Lead slag is a by-product of lead production process, originating mainly from two pathways:
lead ore smelting and waste lead-acid battery recovery [23]. The production of primary lead
is a process of extracting lead from lead sulfide concentrate by smelting. Smelting process
mainly includes sinter plant—blast furnace route and direct smelting reduction process,
including oxidation, reduction, and refining. Lead slag has a black color and a glassy
appearance. The density of lead slag varies between 2.5 and 3.9 g/cm’. In this work a typical
lead slag density of 2.645g/cm? is considered. The particle size of lead slag is between 0.1 and
4 mm [24].

Figure 2.18: Lead Slag

The main disposal methods of lead slag are landfill and stockpiling; these methods occupy
massive land and may result to a series of environmental problems. The environmental
stability of lead slag depends on various factors: pH, mineral phase in the slag, influence of
environmental conditions and the interaction time between slag and water. Lead slag is
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easier to release Zn, Fe and Ca under acidic conditions, and it is easily weathered by water.
The presence of oxygen in the open air enhances oxidative weathering, and promotes the
formation of secondary oxide and carbonate phases, which are easier to release toxic
elements. With the weathering and rainfall, toxic elements, such as Pd, Zn, in the slag may
penetrate the soil, thus resulting in toxic elements pollution. Because the toxic elements in
the soil are not decomposed by microorganisms, they will migrate to the plant body and
impact the surrounding plants and animal growth.

Granulated Slag

Granulated Slag is an amorphous, coarse sand-sized material. Although average granule size
of granulated slag depends on many factors such as its source it is about 1 - 1.5 mm.

Granulated slag has off-white or near-white color and it exhibits excellent cementitious
properties, when finely ground and combined with Portland cement (PC). Its density is about
2.90. The fineness of granulated slag is a very important parameter and it is measured by its
specific surface area that controls its reactivity [26]. In general, increased fineness results in
better strength development, but in practice, fineness is limited by economic and
performance considerations and factors such as setting times and shrinkage.

Figure 2.19: Granulated Slag

Shaft Furnace Slag

It is the slag produced in shaft furnace. In this work the shaft furnace slag considered consists
mainly of the following: Silicon (Si), Aluminum (Al), Iron (Fe), Magnesium (Mg), Calcium (Ca),
Sodium (Na), Potassium (K), Titanium (Ti), Manganese (Mn) and Oxygen (O).
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CHAPTER 3

A MATLAB PROGRAM FOR THE CALCULATION OF THE
EFFICIENCY CORRECTION FACTOR

For the gamma spectroscopic analysis of environmental samples at the Nuclear Engineering
Laboratory of the National Technical University of Athens (NEL-NTUA) a home developed
computer code named SPUNAL is used for more than 30 years. This code was originally
developed in FORTRAN, runs under UNIX and has been expanded over the years to include
new capabilities in spectrum analysis. Especially for the analysis in the low energy region,
where the problem of self-absorption is significant, the code performs automatically self-
absorption corrections. For this purpose an efficiency correction factor (ECF) based on the
integral formula is calculated and used. For detector energy and efficiency calibration, the
program “calceff” — one of the SPUNAL components — is used. This program, among other
things, calculates the efficiency correction factor, for very specific materials (soil, fly-ash and
bottom ash) usually analyzed at NEL-NTUA, covering the energy region below 200keV. When
this program was first developed it was considered that there was no need for efficiency
corrections above this energy.

Besides the calculation of the efficiency correction factor by calceff program, it was deemed
useful to develop another program for efficiency correction factor calculations that can be
used independently. A program like this has the advantage of being easily adaptable and
expandable, to cover more materials and a wider energy range. One such program was
program “factor” that was developed under UNIX environment and it was written in
FORTRAN. The original version of this program covered the same materials and the same
energy region as program calceff.

In 2017 an effort was undertaken to develop a completely new program, based on the same
philosophy of calculating the efficiency correction factor and a new program was developed
in MATLAB' [3]. The heart of MATLAB is “MATLAB language”, a matrix based language,
allowing the most natural expression of computational mathematics. The language apps and
built-in math functions enable to quickly explore multiple approaches to arrive at a solution.
This program expanded the capabilities of program “factor” originally developed under Unix
environment, to a wider energy region and it could provide efficiency correction factors for
more materials. The reason for this expansion was the need to analyze NORM, which in many
cases have high density. For these new high density materials the need for self-attenuation
corrections for energies higher than 200 keV had to be investigated. Though the first version
of this program [3] gave useful results and lead to interesting conclusions, it turned out that
it had some weaknesses and limitations.

Aim of the present work was to:
i. modify the original MATLAB program in order to give more accurate results,

7 Version MATLABR2015a-64bit.
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ii. make it more user-friendly and flexible, by introducing new capabilities, geometries
and densities, and

iii. expand its capabilities to cover new materials, a wider energy range and new source-
to-detector geometric characteristics.

The modifications with regard to the accuracy of the code, as described in the chapters to
follow, have to do mainly with the linear attenuation coefficient values used. In this chapter,
the original code (ANNEX 1) and its results are presented and thoroughly examined so as to
explain the need for the changes that will be presented in the following chapter.

3.1 MATLAB source code basics and execution

The original code was operating in the MATLAB command window and the MATLAB software
should have been previously installed in the computer used. When running the program, the
user was firstly prompted to select the sample geometry. There were two cylindrical
geometries that could be selected, “geometry 2” and “geometry 8” both of them based on
the plastic cylindrical beaker presented in figure 3.1. Though the radius of the beaker slightly
increases with height, for simplicity, the radius is considered constant with height and equal
to 3.65cm. For geometry “2” the beaker is completely filled up to the height of 6.9cm, while
for geometry “8” the beaker is filled up to the level of 1.077cm.

The distance d between the source (cylindrical beaker base) and the fictitious point detector
that is used in the integral method has been set to 2cm [5].

Figure 3.1: The beaker considered in “geometry 2” and “geometry 8”

Figure 3.2 presents the part of the MATLAB program where the sample geometry is selected,
while figure 3.3 presents dialogue for the geometry selection by the user.

After the geometry selection, the user was prompted to select the sample material from a list
of available materials. It should be noted that the calibration standard material is fixed to be
a 4M HCl solution, which is a typical matrix for mixed radionuclides liquid calibration sources
used for efficiency calibration at NEL-NTUA. It should also be noted that for each material the
density [g/cm®] was fixed. Figure 3.4 presents the dialogue for material selection by the user.
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Figure 3.4: User was asked to choose a certain material

The next piece of information required for the calculation of the efficiency correction factor
is the linear attenuation coefficient for both the calibration standard and the sample
material. This information is automatically calculated by the code, for the photon specific
energy (in keV) which is inserted by the user (Figure 3.5).

The linear attenuation coefficient for the specific energy requested by the user is calculated
as the product of the mass attenuation coefficient for this energy and the fixed material
density. To this end, for each material, a series of values for the mass attenuation coefficient,
covering the energy region between 40-1000 keV had been included in a vector “v_mi”.
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Command Window

MATERIAL

Figure 3.5: The user was asked to input the desired energy

Another vector “x_en” contained the corresponding photon energies. All mass attenuation
coefficient values were obtained using the program MuPlot™. In the case the user selects an
energy included in the vector “x_en”, the corresponding mass attenuation coefficient value
from vector “v_mi” is considered; otherwise the mass attenuation coefficient is calculated by
a simple formula of the form:

In(z) = A-In(E)* + B-In(E)+ C (3.1)
which is equivalent to:

. 2 .
U= oA N(E) +Bn(E)+C (3.2)
Formulas of this form had been externally determined for each material and incorporated in
the code, using the data included in vectors “x_en” and “v_mi”.

Figure 3.6 presents, the “if” statement used for the selection of a mass attenuation value for
the first material (Soil 3%), where the vectors containing the energy and the mass
attenuation coefficient can be seen. If the user input “1” in the command window, the code

|II

chooses the appropriate parameter values (A, B, C) for the material “soil” and the
appropriate energy and mass attenuation coefficient vectors. These three parameters are
then imported in formula (3.2) to determine the mass attenuation coefficient for the
selected energy, if this energy is not included in vector “x_en”. To decide whether the
requested energy is contained in vector “x_en”, the MATLAB function “ismember” is used as

a logical statement.

After the mass attenuation coefficient is chosen or calculated (Figure 3.7), it is multiplied by
the fixed density for this material to give the linear attenuation coefficient needed for the
integral calculation. The same procedure is also followed for the calibration material (4M
HCl).

'® MuPlot has been developed by the University of Bologna and allows the computation of mass
attenuation coefficient for a material defined as a mixture of compounds or elements.
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Figure 3.6: If statement for Soil 3%

mi_m=exp (A* (log (energy) ) ~2+B*log (energy) +C) ;

Figure 3.7: The function calculating the mass attenuation coefficient if not present in “x_en”

Finally, having all the variables needed, the computation of the double integrals required for
the implementation of the “Integral Method” follows, as described in (Chapter 2.2.3). The
double integral (formula 2.17) is calculated for both the material selected by the user and
also for the calibration material which is fixed to 4M HCI. Finally, the efficiency correction
factor is calculated by computing the ratio between the integral for the selected material and
that of the calibration source (formula 2.18), and the efficiency correction factor is displayed
in the command window.

3.2 Efficiency Correction Factor results

By using the MATLAB code for the two geometries “8” and “2” for all available materials and
several photon energies, the efficiency correction factor values had been calculated in [3],
covering the energy region [40, 400] keV, as presented in the following tables (Table 3.1 &
Table 3.2).

A first look on the results of these tables shows that they seem reasonable — not necessarily
correct — with values more or less around one, which in most cases tend to reach one, as the
energy increases. This is to be expected, since efficiency correction is considered significant
for low energies, usually lower than 200 keV. It is interesting to notice that in some cases, for
very low energies, the efficiency correction factor has a very low value, of the order of 0.2-
0.3 indicating that a significant efficiency correction is needed in these cases. Furthermore, it
is clear that for some materials, like Lead Slag (LS) — a high Z, high density material —
efficiency correction is required even for energies higher than 400 keV.

Another interesting conclusion is that the ECF calculated for geometry “2” is higher than that
calculated for geometry “8”. This is to be expected since geometry “2” is a much thicker
sample geometry, for which self-absorption within the sample is expected to by higher.
These reasonable results however yet needed to be tested for their accuracy. For this
purpose other means for the calculation of ECF were also used in [3] for comparison
purposes, specifically:

i. calculation of ECF using Monte-Carlo simulation, and
ii. calculation of ECF using the program calceff of code SPUNAL,

as presented in the paragraphs that follow.
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Table 3.1: Efficiency correction factor values for geometry “8” obtained with the original MATLAB program [3]

Efficiency Correction Factor — Geometry 8

keV | Seil 3% | RM FA SFS PG GS LS
40 0.8019 0.3952 | 0.8311 | 0.3911 | 0.7436 | 0.4662 | 0.2413
60 0.9432 0.6440 |09591 | 06279 |09230 | 0.7041 | 04534

80 0.9873 0.7761 | 09976 | 0.7525 | 09833 | 0.8157 | 0.6005

100 1.0030 0.8390 |1.0108 |0.8124 | 1.0056 | 0.8662 | 06917
120 1.0000 0.8458 | 1.0085 | 0.8194 | 1.0028 | 0.8700 | 0.7056
140 1.0068 0.8755 | 1.0141 | 0.8496 | 1.0114 | 0.8948 | 0.7496

160 1.0110 0.8960 |1.0174 | 0.8709 | 1.0166 | 09119 | 0.7816
180 1.0137 09108 |1.0195 |0.8864 | 1.0199 | 09241 | 0.8054
200 1.0139 09157 | 1.0185 | 08893 |1.0219 | 0.9267 | 0.8149
220 1.0167 0.9300 | 1.0218 | 09069 | 1.0235 | 0.9401 | 0.8377
240 | 1.0175 09363 | 1.0223 | 09139 | 1.0244 | 0.9454 | 0.8489

260 1.0181 09413 |1.0226 | 0.9194 | 1.0250 | 09495 | 0.8578

280 1.0184 09453 | 1.0228 | 0.9238 | 1.0253 | 0.9528 | 0.8651
300 1.0135 09319 | 1.0173 | 09080 | 1.0211 | 0.9402 | 0.8455
320 1.0187 09510 | 1.0228 | 0.9302 1.0255 |0.9575 | 0.8758
340 1.0186 0.9530 | 1.0227 | 0.9326 | 1.0255 | 0.9592 | 0.8798

360 1.0186 09546 |1.0226 | 0.9345 | 1.0253 | 0.9605 | 0.8830
380 | 1.0185 09559 | 1.0224 | 09360 | 1.0251 | 0.9616 | 0.8857
400 1.0132 09405 | 1.0166 | 09187 | 1.0201 | 09478 | 0.8624

Table 3.2: Efficiency correction factor values for geometry “2” obtained with the original MATLAB program.

Efficiency Correction Factor — Geometry 2

keV | Seil 3% RM FA SFS PG GS LS

40 0.7213 0.3232 07571 0.3197 | 0.6539 | 0.3840 | 0.1962
60 0.8893 0.4989 | 0.9184 | 0.4832 | 0.8540 | 0.5606 | 0.3315
80 0.9705 0.6212 09942 | 05927 | 0.9617 | 0.6727 | 0.4359
100 1.0075 0.6933 1.0279 | 0.6557 1.0144 | 0.7347 0.5119
120 0.9999 0.6962 1.0228 | 0.6578 1.0074 | 0.7340 | 0.5187
140 1.0190 0.7340 1.0403 0.6924 1.0324 | 0.7673 0.5579
160 1.0326 0.7629 1.0526 | 0.7190 1.0501 0.7927 0.5888
180 1.0425 0.7855 1.0616 | 0.7399 1.0629 | 0.8123 | 0.6136
200 1.0427 0.7965 1.0576 | 0.7466 1.0689 | 0.8190 | 0.6285
220 1.0552 0.8176 1.0730 | 0.7699 1.0792 | 0.8401 0.6502
240 1.0592 0.8291 1.0766 | 0.7807 1.0844 | 0.8500 | 0.6637

260 1.0622 0.8384 1.0792 0.7896 1.0882 | 0.8580 | 0.6748
280 1.0645 0.8459 1.0811 0.7968 1.0909 | 0.8644 0.6841
300 1.0451 0.8189 1.0586 | 0.7687 1.0721 0.8377 | 0.6581

320 1.0671 0.8571 1.0834 | 0.8075 1.0942 | 0.8739 0.6982
340 1.0679 0.8611 1.0840 | 038114 1.0950 | 0.8773 0.7034
360 1.0682 0.8643 1.0843 0.8146 1.0954 | 0.8800 | 0.7078
380 1.0684 0.8669 1.0844 | 0.8171 1.0955 0.8821 0.7114
400 1.0465 0.8316 1.0593 0.7822 1.0725 0.8493 0.6753
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3.3 Calculation of ECF using Monte Carlo simulation

As previously mentioned, one method for the calculation of an ECF is through Monte-Carlo
simulation. For this purpose two simulations have to be performed for the same energy and
source-to-detector geometry. One simulation for the calibration standard material (e.g. 4M
HCI) and one simulation for the material of interest (e.g. soil). It is implied that the detector
will have to be characterized™ prior to simulations. The ratio of the efficiencies calculated
from the two simulations is the required efficiency correction factor.

3.3.1 The Monte Carlo simulation code PENELOPE

Monte Carlo simulation code PENELOPE was used to determine ECF values for the NEL-NTUA
LEGe detector and for the materials calculated by the MATLAB program. PENELOPE is a
computer code system that performs Monte Carlo simulations of coupled electron—photon
transport in arbitrary materials for a wide energy range. Photon transport is simulated by
means of the standard, detailed simulation scheme that considers Rayleigh scattering,
Compton scattering, pair production and photoelectric effect. This code is widely used at
NEL-NTUA for simulation of various problems of interactions of photons and electrons with
mater, such as detector simulations.

3.3.2 Results and comparisons

In order to check the MATLAB program [3] PENELOPE code was used as previously described,
to calculate ECF for the photon energies of Tables 3.1 and 3.2. Figure 3.8 presents the results
for ECF obtained through M-C simulation for geometry “8” and Figure 3.9 the percentage
differences between ECF values obtained using MATLAB and M-C simulation with PENELOPE.
The respective values are presented in the (ANNEX V).
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Figure 3.8: ECF values obtained using M-C simulation for geometry “8” [3]

19 Detector characterization is the process of obtaining the detector geometrical characteristics which
are necessary for detector simulation. This process is a combination of experimental work and Monte-
Carlo simulation [27].
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Figure 3.9: Percentage difference between the ECF values obtained with MATLAB and M-C simulation for

geometry “8” [3]

From figures 3.8 & 3.9 a series of very interesting conclusions are drowned:

>

The only case were the result of the two methods satisfactorily converge (difference
close to 0%) is for fly-ash and soil and for energies above 80keV. For all other materials
and energies the differences may be as high as 60%.

Differences are higher for lower energies

Differences are higher for high density materials like lead slag (LS)

Though differences for a specific material appear to follow a smooth line, there are
some unexpected deviations (e.g. 300 keV for most materials, and 120 keV for lead
slag).

Possible explanations for the results of Figure 3.9 could be:

>

Difference in the mass attenuation coefficient values used by MATLAB program and
PENELOPE code. In MATLAB program the linear attenuation coefficient is obtained, as
previously mentioned from MuPlot, while PENELOPE on the other hand calculates its
own values.

The formula that is used to fit mass attenuation coefficient values in MATLAB program
is not adequate, as seen in figure 3.10. Another formula could be used to better fit
mass attenuation coefficient values. It is clear from this figure that the first
experimental point, corresponding to the energy of 30keV, is not well fitted to the
correlation. It is useful to remind in this point that MATLAB program uses experimental
points from vector (x_en) where available, and fitted from the formula were not

available. This could also explain the deviations observed in specific energies (e.g. 300
and 400 keV).

Other reasons.
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Figure 3.10: Plot of the natural logarithm of the mass attenuation coefficient over the natural logarithm of the
energy for the 4M HCl solution presented as an example.

3.4 Calculation of ECF using program calceff

As mentioned before, the program “calceff” is used at NEL-NTUA, for the determination of
ECF. This program has also been used by [3] for the determination of ECF values and
comparison with the results of MATLAB program. With “calceff” it is possible to calculate
efficiency correction factors only up to 200keV and only for soil, fly-ash and bottom-ash.

The program “calceff” requires as input the sample material and density, sample geometry,
type of detector and the photon energy. As output it provides the efficiency for the
calibration source (4M HCI), the efficiency for the selected material and the ECF using the
“Integral Method”. The linear attenuation coefficient values are calculated from a correlation
of the form u = f{d,E) for the materials: soil, fly-ash and bottom-ash. These correlations have
been produced from experimentally determined p values for various densities and energies,
for each material, as described in [2]. It should be noted however that the composition of the
materials used to produce these correlations is not known — this is something to be taken
into consideration when comparing ECF values given by the program “calceff” with those
calculated with MATLAB program or through M-C simulation.

Using program calceff in [3] ECF values were determined for fly-ash and soil, as presented in
Table 3.3.

Figures 3.11 and 3.12 present the efficiency correction factors as calculated in [3] with the
three different techniques®, for soil and fly-ash, for energies in the region 40-200 keV. From
these two figures it is made clear that:

20 Program calceff, MATLAB program, and through M-C simulation
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> For soil all methods converge satisfactorily above 80 keV.
> Below that energy the differences increase. For fly-ash all methods converge
satisfactorily even for photon energy as low as 40 keV.

Table 3.3: ECF values calculated with program calceff

keVv Soil 3% Fly Ash
40 0,925 0,857
60 0,965 0,956
80 0,981 0,988
100 0,991 1,003
120 0,998 1,012
140 1,003 1,018
160 1,008 1,023
180 1,012 1,027
200 1,016 1,031

It should be reminded that, while MATLAB program and M-C simulation calculate ECF for
materials (soil and fly-ash) having the very same composition, calceff calculates ECF for
materials soil and fly-ash for which their composition is not known, therefore any
comparison of ECF values obtained by calceff, with those obtained with MATLAB code and
M-C simulation should be considered of limited value. It should also be reminded that the
use of ECFs is of particular importance for low energies.
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Figure 3.11: ECF trend for soil obtained with MATLAB, M-C simulation and program calceff [3].
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Figure 3.12: ECF trend for FA obtained with MATLAB, PENELOPE and calceff [3].

3.5 Conclusions

As it turns out from what has been presented in the previous paragraphs, the original
MATLAB program is well made and executed, but there is plenty of room of improvement. As
previously mentioned the difference between the results of this code and M-C simulation is
relatively high for the low energy photons and it is worthwhile trying to reduce it, if MATLAB
program is to be trusted for its results. In order to do so, the first variable that needs to be
revised is the mass attenuation coefficient and the way it is calculated. The formula used to
fit the available data in this early code appears not to be the best possible choice.
Furthermore, after securing that the mass attenuation coefficient is calculated in the highest
possible accuracy, the calculations should be extended to higher energies. There are several
cases of important photons used in gamma spectrometry in energies above 400keV, almost
reaching 2000keV like those emitted by very important isotopes like: **Bi (609 keV, 1120
keV, and 1764 keV), *2Ac (911 keV) and *°K (1460 keV). Though for materials such as soil and
fly-ash it seems that corrections are not needed for these very high energies, for some
materials, like NORM — especially lead slag — it is possible that corrections are needed for
high energies, especially for thick samples. In addition, after a lot of research in the literature,
several articles were found [28], [8] reporting that the efficiency correction factor calculated
using various techniques never reaches unit. This fact needs to be cross-checked with the
results obtained with the MATLAB program. In this thesis, it was decided that the program
should be extended to 2000keV, while new results of the ECF were calculated using M-C
simulation for the same energy spectrum, for comparison reasons.

Another main limitation of the original program is the fact that the user can only choose
between two certain geometries with a fixed effective interaction depth and fixed densities.
This clearly becomes a problem when the user wants to change those variables. It is of great
importance to give to the user the flexibility to change all parameters involved in the
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“Integral Method” so as to have the most accurate efficiency correction factor for all these
materials. As a result these variables will be required as inputs in the final version of this
program. This will also allow the investigation of the effect of material type and material
density in an independent way, to find out whether the use of efficiency correction factors
based only on the material density is a good practice.

Finally, the original program is only accessible through MATLAB which is expensive and
difficult to use by users who are not familiar with this particular interface. Someone should
have knowledge on how to use MATLAB and how to write a basic code. It was therefore
deemed of great importance to turn MATLAB program to a user friendly standalone
application under windows, accessible by anyone.
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CHAPTER 4

MODIFICATIONS AND EXTENSION OF MATLAB CODE

In this chapter are presented the efforts that were made in this work in order to make the
original MATLAB program more accurate, user friendly and applicable in a wider energy
region, for more sample geometries and material densities. As a first step, the linear
attenuation coefficient was recalculated for all materials. It was decided that, in order to
make a straight fair comparison between MATLAB and M-C simulation results, there was a
need for a common database of the mass attenuation coefficient to be used. To this end, all
mass attenuation coefficient values were obtained from PENELOPE code, for energies
between 30keV to 2000keV. Then, the focus was turned on how these values would be
better fitted in order to obtain more accurate W, values for the energies were no data were
available. Again, after a thorough investigation, the appropriate correlations were found,
giving much better results, compared with that of the original program. A series of changes
were made to the program to make it more flexible by allowing the user to select the source
geometrical characteristics as well as the material density and the effective interaction depth
“d”. All these modifications are presented in detail. Finally, the procedure to produce an
executable MATLAB program to run in any windows system is described.

4.1 Mass Attenuation Coefficient with PENELOPE

The mass and linear attenuation coefficients used in the original MATLAB program [3] were
obtained from program MuPlot. However, if the results of the program are to be compared
with those of Monte-Carlo simulations using PENELOPE code, it would be important to
ensure that the mass attenuation coefficient data used in both cases were the same. So, the
first modification of the program was to use the mass attenuation coefficient values for every
material and energy that were calculated by PENELOPE code.

At first, PENELOPE was used to calculate the mass attenuation coefficient for the seven
materials of this Thesis (ANNEX 1V). These calculations were made for 14 energy levels
between 30keV and 2000keV. Especially for Lead Slag though, it seemed wise to obtain more
(27) energy levels; so in this way there are more data to be fitted to the appropriate
correlation. Since the user of MATLAB program must give as input an energy value to obtain
the efficiency correction factor of a certain material, it is important to develop correlations of
the form p,,, = f(E) for each material.

There was a thorough investigation to find the best correlation to fit to the data (E, ). The
first formula that was tested and adopted by [3] was:

In(z,) = A+ B-In(E) +C-(In(E))’ (4.1)
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However, this formula is not adequate for a wide energy region, especially for high energies
and very low energies, as can be seen in Figure 4.1 for Lead Slag.
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Figure 4.1: Plot of the natural logarithm of the mass attenuation coefficient p,, over the natural logarithm of the
energy for the Lead Slag presented as an example with a second degree polynomial

The second formula tested in this work was higher order polynomials (third) giving better
results, both in low and high energies, yet not of acceptable accuracy.

In(,)=A-(In(E)y’ + B-(In(E))* +C-In(E) + D (4.2)

As shown in the following plot (Fig. 4.2), even though the third order polynomial fits very well
in low energy region, for high energies the fitting is not so good.

Following, it was clear that a better way to deal with this problem, in both low and high
energy region, was to split the energy region in two sub-regions and use two third order
polynomials to cover each part. It was found that the best solution was to split the energy
region 30-2000keV at the energy of 150keV (Fig. 4.3). These two 3™ order polynomials give a
correlation coefficient better than 0,9998 for both energy regions. This procedure was
followed for all materials involved. In Figure 4.3, on the y—axis is the mass attenuation
coefficient calculated by PENELOPE and on x—axes energy is presented. Overall, fourteen
correlations were produced. In [ANNEX V] the correlations for all materials are represented.
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Figure 4.2: Plot of the natural logarithm of the mass attenuation coefficient over the natural logarithm of the
energy for the Lead Slag presented as an example with a third order polynomial.
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Figure 4.3: Plot of the natural logarithm of the mass attenuation coefficient over the natural logarithm of the
energy for the LS presented as an example with two third order polynomials

Hence, the equation used by the MATLAB program to calculate the mass attenuation
coefficient for any energy is:

3 2
o= pLANE) +B-(nEY +CIn(E)+D] (4.3)

For each material two sets of A, B, C, D values, one for each energy range are determined, as

presented in Tables 4.1 and 4.2.
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Table 4.1: Correlation parameters for the low energy region (30-150keV)

Material A B c D R?
4M Hcl -0,2998 4,347 -21,38 33,82 1
Soil 3% -0,1166 2,23 -13,91 26,45 0,9999
RM 0,05843 0,03045 -5,118 15,65 0,9999
FA -0,1312 2,41 -14,61 27,27 0,9999
SFS 0,0233 0,4741 -6,893 17,81 0,9999
PG -0,04834 1,394 -10,68 22,69 0,9999
GS 0,003599 0,7292 -7,954 19,19 0,9999
LS 0,0935 -0,4211 -3,292 13,46 0,9999
Water -0,2567 3,54 -16,56 24,49 1
Table 4.2: Correlation parameters for the high energy region (150-2000keV)
Material A B C D R?
4M Hcl -0,002213 0,000239 -0,1725 -0,757 1
Soil 3% -0,009175 0,1466 -1,194 1,518 1
RM -0,01837 0,3375 -2,511 4,532 1
FA -0,008551 0,1338 -1,107 1,316 1
SFS -0,01615 0,2912 -2,189 3,788 1
PG -0,01202 0,2064 -1,611 2,488 1
GS -0,01488 0,2652 -2,013 3,393 1
LS -0,023 0,433 -3,167 6,022 1
Water 7,263e-05 -0,0478 0,1627 -1,517 1

Figure 4.4 presents the difference between the mass attenuation coefficient values obtained

by the correlation and the original data for the material Lead Slag. As it turns out, the

percentage difference, even for the material with the highest density, is very small (21%).

For the rest of the materials the differences were even lower.
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Eventually, it was decided that in the new MATLAB code all mass attenuation coefficient
values will be calculated using the new correlations obtained.

7
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Figure 4.4: LS percentage difference calculated values of L vs experimental.

4.2 MATLAB program modifications

One of the first modifications made in the source program is the way the linear attenuation is
calculated as thoroughly mentioned in the previous paragraph. So the first change in the
code is the conditional statement “if” where the constants are defined depending on the
material chosen. Then, in this statement there is one more condition statement which is used
to choose the constants depending on the energy given. For each material there are two
different groups of constants (shown in Figure 4.5).

Figure 4.5: If statement in the new code, defining the constants for mass attenuation coefficient

Another modification in the code is the formula calculating the mass attenuation coefficient
K, of the selected material. This change is shown in Figure 4.6.
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As mentioned before, it is decided to use only the calculated values of the mass attenuation
coefficient. So the vectors are only used as a reference in the new MATLAB program. With
this in mind, the “ismember” command in the code should be deleted; so when the user
inputs an energy, the code will calculate the mass attenuation coefficient using the equation
(Figure 4.6), with the only exception the energy at the midpoint 150keV, where ., value is
taken from the corresponding vector.

rr.:_:r.'+:xp(A-l-:gl_e:e:-;;‘_» *3 + B*log(energy)”2 + C*log(enexrgy) + D):

Figure 4.6: Calculation of the mass attenuation coefficient p,

According to the “Integral Method”, the fictitious point detector setup is inside the actual
detector, at a depth called “effective interaction depth”[4]. In the original code the effective
interaction depth of the detector was a fixed value of 1 cm [5] and the total distance from
the typical cylindrical source used at NEL-NTUA to the point detector was 2cm. This fixed
value of “d“ corresponds to a cylindrical sample positioned over the NEL-NTUA Low Energy
Germanium Detector .

During this work it was deemed necessary that the user is free to insert the value of the
effective interaction depth (Fig. 4.7), which must have been previously experimentally
determined for the detector and photon energy of interest. Actually, to give the user more
flexibility, the program requires as input the total distance between the source and the point
detector’® and not the depth inside the detector. With this modification it is possible to use
the MATLAB program for a parametric study of the effect of the effective interaction depth
on the ECF calculation as well as the source to detector distance. Such a study is presented in
the next chapter.

prompt='Input interaction depth (in cm):';
d=input (prompt) ;

Figure 4.7: Command for the input of effective interaction depth

Another major change in the program is the selection of the material density, which in the
original version of the program was fixed. The user may select the material density, while
typical values for each material are provided in the screen to assist the user. This, besides the
flexibility that gives to the program, allows the parametric study of the effect of density on
ECF.

If the program is to be widely used, it should not be limited to specific sample geometries. In
the original version the program was able to calculate ECF for two of the commonly used
sample geometries at NEL-NTUA, geometry “2” and geometry “8”. In the new version the
user is still able to select between these two geometries, but he can also select another
cylindrical geometry, by simply giving its height and radius.

It is the sum of the distance of the source from the detector and the effective interaction depth
inside the detector.
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Finally, the material “Water” was added in the list of materials. It is interesting to note that,
water may be seen both as a material to be analyzed and as a calibration standard material,
since, in some cases water solutions may be used as a calibration standard. In this case, if
water is to be considered as the calibration standard material, the code will have to be used
twice: once to determine ECF between the material to be analyzed and 4M HCI, and once to
determine ECF between water and 4M HCI. Finally, ECF considering water as calibration
standard material will be the product of the two ECFs. The modifications made to include
“water” in the MATLAB code is presented in Figure 4.8.

Figure 4.8: If statement in the new code for water, defining the constants for mass attenuation coefficient

4.3 MATLAB and Graphical User Interface

Graphical user interfaces (GUIs), also known as apps, provide point-and-click control of
software applications, eliminating the need for the user to learn a language or type
commands in order to run the application. These apps can be both, used within MATLAB and
also as standalone desktop or web apps. In this work the MATLAB GUI is converted into a
standalone desktop application in the form of “.exe”. This will make the calculation of the
ECF value much easier and accessible for any user no matter if MATLAB is installed in the
users computer or not.

4.3.1 MATLAB guide command

At first, before the app is created, it is important to make a graphical user interface inside the
MATLAB source code. In order to do that, the first step is to open MATLAB. Then in a new
script, enter the command “guide” in the “command window” (Fig. 4.9). This is the command
that opens the editing layout of the app that will be created later.

Command Window

f{ > gu;de]

Figure 4.9: How to open “guide” in MATLAB
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Then the first pop up page is the one that is asking to create and save a specific MATLAB app.
The pop up window is the one presented in Figure 4.10. The user should choose the “Blank
GUI” and create a new one.

4| GUIDE Quick Start - [m] X

Create New GUI  Open Existing GUI

GUIDE templates Preview

|4 Blank GUI (Default)
4 GUI with Uicontrols
4 GUI with Axes and Menu |
4 Modal Question Dialog |

BLANK

[[] Save new figure as: ers\johnal Desktop\ A

Figure 4.10: Opening guide — first page

The edit window page will pop up where the user can create the layout of the app (Fig. 4.11).
There are many different options, including buttons, sliders, list boxes, toggle buttons edit
and static texts and panels. In this work there is a need for five different steps. First the user
must choose one of the available materials and its density in the “Material” panel. Then, the
user can manually input the effective interaction depth. Following, there will be two different
standard geometry sample options available for the user, as used in the previous source
code. As an additional option in this version the user can manually choose the radius and the
thickness of the sample, thus constructing any cylindrical sample geometry.

=%/ untitled.fig - o x|
File Edit View Layout Tools Help
Domsmm2c sBhod Q% >
X Select i
| (] Push Button
= Slider
® Radic Button
B4 Check Box
il Edit Text
95t Static Text
&3 Pop-up Menu
£l Listbox
¥ Toggle Button
3 Table
kﬂ Aoes
Tl Panel
™% Button Group
23X ActveX Control

Tag: figurel Current Point: [543, 230]  Position: [680, 678, 360, 420]

Figure 4.11: Edit windows page of GUI

Finally, the energy of the photons is requested in a certain range which is [30, 2000] keV and
also the density of the sample material. Pressing the button “Calculate ECF”, the efficiency
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correction factor as well as the mass attenuation coefficient u,, for the material and photon
energy selected are shown on the screen. Eventually, with the push of a button the user will
be able to calculate the ECF value for the chosen variables requested. The five different
inputs are set in the GUI as “Edit Text” while next to these variable boxes the requests will be
set in forms of “Static Text”. The “Edit texts”, in general, are the editable texts where the
user can input what the “Static Texts” are asking to.

For instance, when the variable asked is the density of the sample there should be a static
text asking the user to input this variable in g/cm® and then an edit text where the user will
be able to input the desired value (Figure 4.12).

Density of Material Sample (g/cm®3) 0

Figure 4.12: First static and editable text

By double clicking in each window the “property inspector” opens up so as to change the
“string” of these texts, the size, the font and also the tag of each window. It is important to

remember the tag later in the program. The final layout of the app is shown in the next figure
(Figure 4.13).

File Edit View Layout Tools Help
HiRR0c MBS OEY P
| R Select | ECF Calcutetor =
Uateral Wikwraction depth Standard Densities
(%] Push Button Panst
= Slider = Enter interaction Degth (n cm) 0 Soi Densdy = 1.000 [glem*3]
For Eol it 1 Use d=2cm for LEGE
B Ko olbs Red Mud Densty = 1736 [glcm3)
B4 Check Box Far Red Mud nput 2
Fiy & sy = 067 [glem* )
W7 Edit Text = Ty Ash Densty = 0 67 [glem*3)
For Fly Ash nput 4 Stancard Geometnes
b SF Siag Densdy = 1951 [giom*3]
Enter Geometry 28 2
=3 Pop-up Menu For SF Sisg nput 4 ]
Bl Listba o : Phesphagypsum Densty= 0.931 [preme3)
¥ 8ir=364 11077
For Pho psumingut 5 © - Different Geometry
B Toggle Button or Phosphogypsum ingut 5 Gty >
5 Table
1 . Diffesent Geometry
i Axes For G Siag nput L Siag Densiy = 2545 [g/car]
T Radius Of Sample (cm)
= Panel L]
T F ag t T ‘Water Densfty = 1 [glem3]
% Button Group )Ty e Thickness Of Sample {omj 3
X ActiveX Control P
For Water nput B
Enargy
Mass Attsnunton CoeMicient
Erergy m ke [30.2000)
Densty of Material Sample (glem3) 0
ECF
Calculate ECF ECF

Figure 4.13: Editing Layout of the app

While each button is created, MATLAB creates a script containing all the “Callbacks” of “Edit
Texts” and “Static Texts”. For now, these windows are just a “Showcase” of the actual
program. In order to make these windows functional, they should be assigned in certain
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commands. These commands are called “Callbacks”. It is fairly easy to find the callbacks of
each button simply by right clicking in one of them.

In the next figure, the buttons’ callbacks are presented with the appropriate changes (Figure
4.14). As it is clear with this new code, all variables are available and easy to change.

Figure 4.14: Pushbutton callback

These seven commands set the inputs in certain variables. These inputs are provided by the
user with the “Edit Text”. For instance, the first command (Figure 4.14) sets in variable “d”
the input of the user through the “Edit Text” tagged as “d”. Also the “str2double” command
changes the “String” variable (text variable) into a “Double” variable (number variable).

Furthermore, the program after these input commands are given follows the same principles
as the basic MATLAB source code. The only difference is that this program does not give
feedback. For example, if the user inputs geometry number which is not “2” or “8”, the
program does not give a warning message to the user. In contrast, the app will not run at all.
In addition, if the user wants to input different sample geometry, the number “0” should be
presented the “Standard Geometry” window.

It is very important to mention that, while this application allows the user to input the
desired density of the sample material on the right side of the window, all the standard
densities are available as a comment. These densities are the ones that have been used in all
calculations during this work.

In figure 4.15 the app is running for the following user selected values:

» Material: Soil 3%

> Geometry: “2”

> Photon energy : 1000keV
» Distance d: 2 cm

The result is displayed by pressing the “Calculate ECF” button. All decimals should be
inputted using the “.”.

In this work all calculations of ECF values were made using this application. With this
application the calculation of ECF is fast and makes the whole procedure easier and more
user-friendly. The complete code of this application can be found in the (ANNEX Il). As an
additional change, the mass attenuation coefficient value is shown on the right hand side of
the window. It was found very useful during our calculation to know the mass attenuation
coefficient value every time a calculation of the ECF was made. In fact, this app can also be
used as a mass attenuation coefficient calculator for these materials and this particular
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energy range. As mentioned on (Chapter 4.1), the mass attenuation coefficient values
calculated are less than +1% different than the real values calculated with PENELOPE,
especially in low energy values.

& GUI_ECF = *
ECF Caiculntor
Usteral nteraction depth DK Dieses
Panel
Entter interaction Depth (in cm) | 2 Sall Density = 1.000 plem*3]
For Sod Input 1 Use gsgem K LEGe
Red Mud Denslty = 1.735 [glem3)
For Red Mud input 2
Fiy Ash Densty = 0.57 [glen3]
For Fiy Ash Input i Standard Geametries
SF Siag Density = 1.581 [giom*3]
Enter Geomedry 28
For SF Siag nput 4
1 ZrralfamEs Phosphogypsum Densitys 0831 [pfom*3]
Bor=2641=1077
il pptin el s .  Siag Densty » 1 887 [plcmd]
i Different Geomatry
For G Slag nput ] L Slog Densty = 2845 [g/lem'3]
Radas Of Sample (cm). s
For L Siag Input 7 Vénter Densty = 1 [picm3]
Thickness Of Sampke (cm) o
Use °." for decimals
For Water input &
Energy
Wass Atlencation Cogffcent
Energy in ke [30.2000] : 10600
0063368
Densty of Material Sample (picm™3) ]

ECF

Calcidate ECF L bl

Figure 4.15: Running the application with example

4.3.2 GUI application in form of .exe

The next step into making the GUI more user-friendly is the creation of an application outside
MATLAB user interface. MATLAB is not open to public users and needs to be purchased so as

to be used. In this paragraph, the step by step procedure is presented on how this GUI
became a standalone application in the form of “.exe”.

As a first action the “MATLAB Compiler” should be used with the command: “deploytool”.
Doing that, the following pop up window is shown on the screen (Figure 4.16) where the user
should choose the option “Application Compiler”.

Application Compiler
Package MATLAB programs for deployment as standalone applications

Hadoop Compiler
Package MATLAB programs for deployment to Hadoop clusters as MapReduce programs

Library Compiler
Package MATLAB programs for deployment as shared libraries and components

Production Server Compiler
Package MATLAB programs for deployment to MATLAB Production Server

EEEE’

Figure 4.16: MATLAB compiler
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Then, MATLAB asks for a description of the application that the user wants to create and
some basic information like the “Author Name”, “Company” etc. After completing the
appropriate fills the next step is to add a “Main File” on the top left of the pop up window
(Figure 4.17), where MATLAB compiler asks for the particular GUI that the user wants to
make a standalone application.

4\ MATLAB Compiler - ECF_Calculator.prj

+m H = 5sne

£y F
Now  Opan  Sawe L
R
[ E——— e — w i

B ecr il 10

Set a5 default contact

Thes is an Effichency Carrection Factor Caleulstor for NORM

P Additiars] instailer options

Fides vequired for your apphication to run

#] Gun_ECF fig
+
Files etaflest for your nd user
Ml £CF_Calcutmorecn reacme.ort & splash.png

+

¥ Addtioral Runtime Settings

Figure 4.17: Basic information about the standalone application

By pressing the “Package” button, the GUI will be converted into a standalone application in
the file specified by the user. Then, opening the file containing the application, the user can
run the application without the need of MATLAB to be installed in his computer.
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CHAPTER 5

CALCULATION OF EFFICIENCY CORRECTION FACTORS
WITH THE NEW MATLAB PROGRAM

In this chapter all the results obtained with the new MATLAB program will be presented and
compared to the results calculated by M-C simulation and the program calceff. It is important
to mention that with all the changes made as presented in Chapter 4, it was very easy to
calculate the ECF by changing the density and the effective interaction depth, to obtain
massive results.

The main goal of the changes made in the MATLAB program was to minimize the difference
between MATLAB and PENELOPE results, and to investigate the effect of various parameters
on ECF.

In the first part of this chapter, the results of ECF in the energy region 30-2000 keV as
calculated using the new MATLAB program are presented. Then, comparisons are made with
M-C simulation results, which were also extended up to 2000keV. Calculating ECF for these
high energies, we get a better picture on how the ECF changes at high energies. It was very
important to find out that for some of the materials examined, ECF does not reach one
(ECF=1) regardless of the way of calculation. The results of comparing these two methods
look more promising than before, which means that all the changes made — in the mass
attenuation coefficient correlation mostly — had a great impact. Then, a short comparison
with the results of program calceff is presented, where again the results are much better that
they were with the previous version of the program. Finally, at the end of this chapter, there
is thorough investigation on how the ECF changes when the effective interaction depth and
density changes, leading to very interesting conclusions.

5.1 ECF results obtained with the new MATLAB program

The main goal of this Thesis is the calculation of the efficiency correction factor for seven
natural radioactive materials and water. Using the MATLAB program (ANNEX Il), the values
presented in the following tables (Table 5.1 and Table 5.2, Figure 5.1 and Figure 5.2) were
obtained. Table 5.1 and Figure 5.1 show the ECF values for Geometry “2” (r=3,6 andt = 6,9
cm) and Table 5.2 and Figure 5.2 show the ECF values for Geometry “8” (r=3,6 and t = 1,077
cm). These results were obtained for the typical densities of the materials used by the code,
which are presented in (ANNEX V). Similar tables and figures may be produced for any other
geometry and material density.

It should be noted that for comparison reasons, the ECF values are not properly rounded,
since no estimation of the uncertainty of ECF values was made in this work. From previous
works [2] the uncertainty of ECF when calculated by the integral method is estimated to 1-
2%.
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Table 5.1: New MATLAB code ECF results for geometry “2” for seven materials

Figure 5.1: ECF calculated with MATLAB code for geometry “2” and seven materials
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keV Soil 3% RM FA SFS PG GS LS
40 0,712 0,320 0,750 0,316 0,647 0,381 0,194
60 0,873 0,490 0,904 0,472 0,84 0,551 0,325
80 0,965 0,617 0,990 0,587 0,959 0,670 0,435
100 1,015 0,701 1,036 0,662 1,025 0,745 0,514
120 1,040 0,751 1,058 0,706 1,059 0,787 0,564
140 1,048 0,775 1,065 0,726 1,070 0,806 0,591
160 1,049 0,785 1,067 0,735 1,071 0,812 0,611
180 1,052 0,795 1,069 0,744 1,075 0,820 0,623
200 1,054 0,803 1,070 0,752 1,078 0,827 0,633
220 1,055 0,810 1,076 0,759 1,080 0,833 0,642
240 1,056 0,816 1,072 0,764 1,081 0,837 0,649
260 1,057 0,820 1,073 0,768 1,083 0,841 0,656
280 1,057 0,825 1,073 0,772 1,083 0,845 0,661
300 1,058 0,8285 1,073 0,776 1,083 0,848 0,666
320 1,058 0,8315 1,073 0,779 1,084 0,851 0,670
340 1,059 0,834 1,073 0,782 1,083 0,853 0,674
360 1,058 0,836 1,072 0,785 1,083 0,855 0,678
380 1,058 0,839 1,072 0,787 1,083 0,857 0,681
400 1,057 0,841 1,071 0,789 1,083 0,859 0,684
600 1,054 0,854 1,067 0,804 1,078 0,870 0,704
800 1,051 0,862 1,063 0,814 1,072 0,877 0,717
1000 1,047 0,868 1,059 0,821 1,068 0,883 0,727
1200 1,045 0,873 1,055 0,828 1,064 0,887 0,736
1400 1,043 0,877 1,053 0,834 1,061 0,891 0,744
1600 1,041 0,881 1,050 0,839 1,058 0,895 0,752
1800 1,039 0,885 1,048 0,844 1,056 0,899 0,759
2000 1,038 0,889 1,046 0,849 1,053 0,902 0,765
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Table 5.2: New MATLAB code ECF results for Geometry “8” for seven materials

keV Soil 3% RM FA SFS PG GS LS
40 0,798 0,392 0,825 0,386 0,738 0,463 0,239
60 0,934 0,635 0,952 0,617 0,916 0,696 0,445
80 0,985 0,773 0,996 0,747 0,982 0,814 0,599
100 1,006 0,843 1,014 0,816 1,010 0,872 0,692
120 1,015 0,879 1,021 0,851 1,021 0,901 0,745
140 1,017 0,896 1,023 0,868 1,025 0,914 0,772
160 1,017 0,904 1,023 0,876 1,024 0,919 0,792
180 1,017 0,912 1,023 0,884 1,025 0,924 0,805
200 1,018 0,917 1,023 0,890 1,025 0,929 0,815
220 1,018 0,922 1,023 0,895 1,025 0,933 0,824
240 1,018 0,926 1,023 0,890 1,025 0,936 0,831
260 1,018 0,929 1,022 0,903 1,025 0,939 0,837
280 1,018 0,932 1,022 0,907 1,025 0,941 0,843
300 1,018 0,934 1,022 0,910 1,025 0,943 0,847
320 1,017 0,937 1,022 0,912 1,024 0,945 0,852
340 1,017 0,939 1,021 0,915 1,024 0,947 0,855
360 1,017 0,940 1,021 0,917 1,024 0,948 0,859
380 1,017 0,942 1,021 0,919 1,024 0,949 0,862
400 1,016 0,943 1,020 0,920 1,023 0,951 0,865
600 1,014 0,953 1,018 0,933 1,020 0,959 0,885
800 1,013 0,958 1,016 0,940 1,018 0,963 0,898
1000 1,011 0,962 1,014 0,945 1,016 0,967 0,906
1200 1,010 0,965 1,013 0,949 1,015 0,969 0,913
1400 1,010 0,967 1,012 0,953 1,013 0,971 0,919
1600 1,009 0,969 1,011 0,956 1,013 0,973 0,924
1800 1,008 0,971 1,010 0,958 1,012 0,975 0,928
2000 1,008 0,972 1,010 0,961 1,011 0,976 0,932
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Figure 5.2: ECF calculated with MATLAB code for geometry “8” and seven materials
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From the previous figures and tables some very useful conclusions are drawn:

» For low energies there is a need for significant self-attenuation correction, for both
geometries, especially for high density materials such as Lead Slag and Granulated
Slag.

» While the energy increases the efficiency correction factor tends asymptotically to a
value.

» For geometry “8”, which is a relatively thin geometry (1cm thick) this value is very
close to “1” for most materials, with the exception of Lead slag, taking into
consideration any uncertainties.

> For geometry “2” this value in most cases is far from being equal to “1” for most
materials. That means there is a need for self-attenuation corrections for high energy
photons. This is a very important issue and there has been plenty of research
regarding the need for corrections for very high energies.

It should be empahsized that the results previously presented correspond to the materials
and the densities examined in this work. If the material density is significantly changed, then
the conclusions will be different.

5.1.1 New MATLAB program and Monte-Carlo simulation results coherence

As previously mentioned, in this work the results of ECF obtained through M-C simulation
were extended to higher energies ( up to 2000keV). In Table 5.3 and Figure 5.3 the ECF values
obtained with M-C simulation are presented, for geometry “8”, for all the materials under
investigation and for the typical density. The uncertainty of these values is estimated to be
lower than 1%.

From table 5.3 and Figure 5.3 similar conclusions are drawn, as with the MATLAB program
calculated values. For most materials ECF values are reaching the value of “1”, within
experimental uncertainties.

Figures 5.4 and 5.5 present the results for the ECF calculated both from MATLAB code and
through M-C simulation, for phosphogypsum and Lead Slag respectively. From these figures it
is made clear that the results for phosphogypsum are very similar, while for Lead Slag the
differences are higher, with ECF values calculated from MATLAB code being systematically
lower.

One useful comparison that needs to be made is between ECF calculated with MATLAB
program and M-C simulation, for the various materials and photon energies. Such a
comparison is presented in Figure 5.6. From this comparison the following, very useful,
conclusions are drawn:

> For fly-ash and soil, both methods appear to give the same results above 100 keV

» For all other cases MATLAB code gives lower values than PENELOPE, which for
energies above 400keV are of the order of 5%, while for energies in the region 40-
400keV may be as much as 20%

» The highest the material density, the largest the difference of the results of the two
methods
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Table 5.3: ECF obtained by PENELOPE for Geometry 8

keV | Soil3% RM FA SFS PG GS LS
40 0,848 0,471 0,871 0,468 0,799 0,551 0,286
60 0,961 0,748 0,972 0,734 0,948 0,796 0,568
80 0,997 0,862 1,002 0,844 0,995 0,888 0,728
100 1,004 0,906 1,008 0,886 1,006 0,925 0,801
120 1,008 0,927 1,012 0,908 1,011 0,937 0,837
140 1,011 0,939 1,016 0,923 1,017 0,951 0,860
160 1,011 0,944 1,014 0,928 1,013 0,950 0,873
180 1,011 0,949 1,014 0,931 1,016 0,958 0,880
200 1,012 0,953 1,015 0,936 1,017 0,958 0,889
220 1,012 0,957 1,014 0,939 1,017 0,964 0,894
240 1,012 0,958 1,015 0,942 1,017 0,965 0,898
260 1,012 0,960 1,015 0,945 1,017 0,966 0,902
280 1,013 0,963 1,017 0,947 1,017 0,969 0,906
300 1,010 0,961 1,012 0,946 1,015 0,968 0,907
320 1,012 0,963 1,014 0,949 1,017 0,969 0,912
340 1,010 0,965 1,012 0,949 1,021 0,969 0,910
360 1,010 0,964 1,015 0,949 1,014 0,969 0,914
380 1,009 0,964 1,013 0,952 1,015 0,971 0,917
400 1,012 0,964 1,012 0,953 1,016 0,974 0,915
600 1,006 0,970 1,010 0,956 1,010 0,971 0,925
800 1,005 0,977 1,011 0,965 1,013 0,983 0,942
1000 | 1,002 0,978 1,008 0,971 1,004 0,983 0,944
1200 | 1,003 0,979 1,001 0,968 1,009 0,974 0,941
1400 | 1,007 0,983 1,012 0,970 1,010 0,993 0,965
1600 | 0,997 0,975 0,999 0,973 1,011 0,976 0,957
1800 | 1,001 0,969 0,995 0,968 1,002 0,979 0,939
2000 | 1,021 1,001 1,024 0,991 1,021 0,995 0,971
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Figure 5.3: ECF — Energy for Geometry 8 / PENELOPE
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From the results previously presented it is evident that the results obtained with the new
version of MATLAB program are much more consistent with the results of M-C simulation,
than the results of the original MATLAB program. This is clear evidence that the new program
gives much more accurate results. However, the results are not satisfactory in the full energy
region and for all materials. If the MATLAB program is to be as accurate as possible, an
investigation of the possible causes of the different results must be undertaken following the
previous conclusion. During this work the following two possible sources of different results
were examined:

> The effective interaction depth used for the various materials and energies is not
constant but energy and possibly material/density specific.

» The integral method can provide accurate results for medium and low densities,
while for high densities maybe other corrections are also required. So, it is of great
interest to check the ECF for high dense materials, like lead slag,for lower densities as
well.

No matter the changes and checks, the results remain the same in low energies for Lead Slag.
It seems particularly odd, due to the fact that this new MATLAB program uses the linear
attenuation values as calculated by PENELOPE, so the results should had been close.

As it turns out this MATLAB program calculates with great accuracy the ECF values for low
dense materials and for energies above 250keV. There may be room for corrections on the
Integral equation of the “Integral Method” so as to increase the accuracy, but for now this
code is as accurate as possible.

Before this investigation, it is interesting to simultaneously compare the results of all three
methods: MATLAB program, M-C simulation and calceff program, where possible. This
comparison is presented in the following paragraph.

5.1.2 MATLAB code and CALCEFF results coherence

Although calceff program uses experimental data for the compositions of the materials, it is
interesting to make a comparison with MATLAB program and M-C simulation results, for
certain energies. The efficiency correction factor as obtained by calceff for soil and fly-ash
and for nine energy levels in the region 40 — 200 is presented in the Figure 5.7.
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Figure 5.7: ECF values obtained with calceff
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In figures 5.8 and 5.9 are presented the ECF values calculated using all three methods, for soil
and fly-ash. As it is observed, for soil and energies higher than 80 keV all methods give the
same results, while for lower energies the results differ, with the difference increasing as
energy decreases. The highest difference is observed between the results of calceff and
MATLAB program. This is an interesting result taking into consideration that the materials
used in all methods do not have exactly the same composition, as calceff program uses
experimental results.
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Figure 5.8: ECF plot of soil for calceff, MATLAB and M-C simulation
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Figure 5.9: ECF plot of fly ash for calceff, MATLAB and M-C simulation

As seen from Figure 5.10 the maximum percentage difference for Soil is at 22% and for Fly
Ash is at 12%. As expected these maxima only exists in low energies. Using the old MATLAB
program the maximum percentage difference exceeded 25% for Soil and 20% for FA. This
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means that the new code with new fitting of the linear attenuation coefficient is closer to
calceff than the old code used to.
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Figure 5.10: Percentage difference of ECF for soil between MATLAB and calceff

5.2 The effect of the detector effective interaction depth

There was a question raised in paragraph 5.1.1 with regard to the effect of selection of the
detector’s effective interaction depth, and subsequently the distance “d” between the
sample and the “fictitious” point detector on the ECF values determined with the modified
MATLAB code. That was the reason to modify the program in order to allow the user to
select “d” instead of a fixed value. This modification allowed for a thorough investigation of
the effect of “d”. The results of this investigation are presented in figures 5.11 and 5.12, for
geometry “2” and for the energy of 50 and 1000 keV and in figures 5.13 and 5.14 for
geometry “8” for 50keV and 1000keV respectively.
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Figure 5.11: ECF from MATLAB program over “d”, for geometry “2” and E=50keV
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Figure 5.12: ECF from MATLAB program over “d” for geometry “2” and E=1000keV

It is clear that ECF depends on “d” for every material. For those materials where ECF is lower than
1, ECF is slightly reduced with “d”, regardless of the photon energy and the sample geometry.
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Figure 5.13: ECF over the change in the effective interaction depth for geometry “8” & E=50keV
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Figure 5.14: ECF over the change in the effective interaction depth for geometry “8” & E=1000keV
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In the next two figures (Fig. 5.15 and 5.16) two different plots are presented. In figure 5.15
the plot of ECF values for lead slag — the material with the highest density — for 50keV and for
the two geometries “2” and “8” are presented. In figure 5.16 the plot of ECF values for soil —
the relatively low density material — for 50keV and for the two geometries “2” and “8” are
presented. As shown, the two different graphs follow the same linear course with the same
rate of decrease. The only difference is that the geometry 8 — graph shows higher values of
ECF.
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Figure 5.15: ECF over the change in the effective interaction depth for LS, E=50keV and geometry “2” & “8”
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Figure 5.16: ECF over the change in the effective interaction depth for Soil, E=50keV and geometry “2” & “8”

Analyzing figures 5.15 and 5.16 one gets a complete picture on how the ECF changes with the
distance “d”. For example, the linear reduction of ECF value for lead slag is reduced by about
20% between d=1,5cm and d=2cm. This means that by reducing “d”, the ECF values
calculated from MATLAB program could come closer to PENELOPE values of ECF. So, in order
to check this assumption, the plot presented in figure 5.17 was produced. This plot shows the
percentage difference between the ECF values calculated by MATLAB and PENELOPE M-C
simulation, using as effective interaction depth the values d=2cm and d=1,5cm, for the
sample material of lead slag. From this Figure the following conclusions are drawn:
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For energies above 400 keV there is no effect of “d”

For energies below 400, there is a clear effect of “d”, with the difference decreasing
as “d” decreases.

It is not clear why a difference is observed at the energy of 1400keV — the possibility
of erroneous calculation cannot be excluded.

So, clearly the selection of “d” could affect the consistence between the results of MATLAB

code and M-C simulation. If the M-C results are considered as more accurate, then a series of

correlations of the form d=f(E,p) for each material could be produced, to provide “d” values
that could be introduced in MATLAB program. These correlations may be produced by

running
“d” valu

the MATLAB program for various materials, densities and photon energies, and for
es that would give ECF close to that of M-C simulation.

By doing so the MATLAB program would give results coherent with M-C simulation ECF

values.
dependi
in order

Percentage

In this case “d” would no longer be just a value to be obtained experimentally,
ng on photon energy, but instead, it would be more like a parameter to be adjusted
to take more accurate results, besides photon energy, material type and density.
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Figure 5.17: Percentage difference MATLAB and M-C simulation with d=2cm and d=1,5cm for lead slag
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CHAPTER 6

CONCLUSIONS

Aim of this Thesis was to improve the performance and extend the capabilities of a MATLAB
program for the determination of an efficiency correction factor (ECF) in gamma
spectrometry applications, and especially when analyzing environmental materials, where
the self-absorption of low energy photons becomes important. The program to be improved
had been previously developed in another Thesis [3]. Three methods of determining ECF
were compared. One of them was based on Monte Carlo simulations and the other two were
based on the “Integral Method” that was implemented in (a) a MATLAB program, and (b) a
computer program named “calceff” that is being used at NEL-NTUA for about 30 years. The
efficiency correction factors were calculated for eight different materials (Soil, Fly Ash, Red
Mud, Phosphogypsum, three different slags and water). This Thesis focused mainly on the
MATLAB program and how it would become more accurate and user friendly.

The MATLAB program calculating ECF was originally created by [3], giving good results but
also with plenty of room for improvement. More specifically, analyzing the original code it
was found out that there was a major problem in low energies for high dense materials such
as the three different slags. In these low energy values (below 250keV) there was a large
difference between MATLAB and Monte-Carlo simulation results (more than 60%). After
analyzing the way the linear attenuation coefficient was calculated it turned out the formulas
used were not the most appropriate. After fixing this issue the results between MATLAB and
M-C simulation converged and the percentage difference dropped to 20% for the higher
density materials and 5% for low density materials. Moreover for energies up to 200keV and
for materials: Soil and Fly Ash, it was possible to verify the results with the calceff program. In
this case too, the results were more promising than before.

In this early MATLAB program there was a relatively small energy range available for the
calculation of the ECF (30-400keV). After thorough research it was found out an efficiency
correction factor — especially for high dense materials and thick big geometry samples — is
needed for high energies too. In this work the energy range was extended to reach 2000keV.
In an effort to make the code as accurate as possible, it was investigated the way the
effective interaction depth of the detector affects ECF values for all materials and in the
whole energy range. Until now the effective interaction depth was fixed at 2cm. From the
investigation made, it turned out that, as the effective interaction depth is getting smaller,
the ECF results MATLAB program converge to that of M-C simulation for low energies. In fact,
there is a 20% reduction on the difference between these two methods when the effective
interaction depth is set to 1,5cm.

Although these results in low energies were acceptable, in high energies the difference
increases. This means that the effective interaction depth should be energy specific. Besides
trying to make the program more accurate than the original one, significant modifications
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were made on the flexibility of the program as well. Until now, this program was not
available to everyone. In order to run this program and calculate the ECF, the user should
have had installed MATLAB. One of the main goals of this Thesis was to make this program
accessible to everyone and more user-friendly. In order to do so, the program was turned
into a standalone application which is easy to use and calculate the efficiency correction
factor with one button and several desired inputs. In this new application the user is now
able to choose several geometric parameters and calculate ECF for any cylindrical geometry,
choose the density for each material and finally choose the effective interaction depth of the
detector. Thanks to these changes it was very easy and fast to obtain the ECF values and
make the comparisons between different methods.

The new application that was developed gives very promising results; however there is still
room for improvements. These improvements could be made in the accuracy of the results in
low energies for dense materials where the difference between these three different
methods investigated is maximum. Until now the accuracy of the code is very high for energy
values higher than 200keV, so it is recommended to use this code mainly in the range 200-
2000keV. Furthermore, it is very easy for the user to introduce new materials, standard
geometries and detectors or extend the energy range to higher energies simply by following
the instructions included in this thesis. It is also very easy to change the layout of the
application so as to make it more user—friendly.

By using the new application for several materials and photon energies some very important
conclusions were drown, namely:

e Corrections for self-absorption may be required for energies much higher than
200keV, contrary to what is commonly believed. This is of great importance for the
determination of several natural radionuclides like ***Bi, **Pb, ***Ac, K, of great
importance for the analysis of NORM.

e The effective interaction depth plays an important role in ECF calculation. Thorough
investigation is required in this field.

e The integral method may not be sufficient when applied for high density materials.

In the future it would be very interesting to investigate the equations and the integrals of the
“Integral Method” and run more M-C simulations in order to reduce the differences between
these methods more consistent and make the new application more accurate. The
introduction of new parameters or the investigation of the energy dependence of others —
like the effective interaction depth — may be required in order to improve accuracy, provided
that this is adequately theoretically justified.
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ANNEX

Original MATLAB Code

% EFFICIENCY CORRECTION FACTOR

% 1. Source - detector setup

d=2; % Fictitious source-to-detector distance [cm]

% 2. Sample geometry
prompt="'Geometry [2/8] : ';
geom=input (prompt) ;

r=3.6; % Radius of the sample [cm]
t=1.077; % Thickness of the sample [cm]
end

r=3.6; % Radius of the sample [cm]
t=6.9; % Thickness of the sample [cm]

if geom~=2 && geom~=8

fprintf ('ERROR: the requested geometry does not exist. Please, insert
2 or 8.")

return

end

% 3. Sample material

prompt='\n MATERIAL \n\n 1:Soil \n 2:Red Mud \n 3:Fly Ash \n 4:SF
Slag \n 5:Phosphogypsum \n 6:G Slag \n 7:L Slag \n\n';

mat=input (prompt) ;

if mat==1 % Soil

ro=1.000; % Density of the sample [g/cm”"3]

x _en=[30 40 50 60 80 100 150 200 300 400 500 600 800 10001;

v _mi=[1.3647 0.67714 0.42883 0.31624 0.2212 0.18221 0.14283 0.12509
0.10562 9.40E-02 8.59E-02 7.98E-02 7.12E-02 6.54E-02];

A=0.265;

B=-3.4735;

C=8.79645;

end

o

if mat== RM
ro=1.735; % Density of the sample [g/cm”"3]
x en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];
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v mi=[2.3833 1.1128 0.65302 0.44617 0.27595 0.21015 0.15105 0.12856
0.1066 9.43E-02 8.58E-02 7.95E-02 7.06E-02 6.45E-02];

A=0.3423;

B=-4.4342;

C=11.758;

end

if mat==3 % FA

ro=0.97; % Density of the sample [g/cm”3]

x _en=[30 40 50 60 80 100 150 200 300 400 500 600 800 10001;

v mi=[1.303 0.65079 0.4151 0.30808 0.21748 0.18011 0.14199 0.1246
0.1053 9.37E-02 8.55E-02 7.94E-02 7.08E-02 6.49E-02];

A=0.2572;

B=-3.3855;

C=8.5359;

end

if mat==4 % SF Slag

ro=1.981; % Density of the sample [g/cm”"3]

x_en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[2.0893 0.98742 0.58836 0.40853 0.2599 0.20184 0.14848 0.12738
0.10614 9.40E-02 8.56E-02 7.94E-02 7.05E-02 6.45E-02];

A=0.3247;

B=-4.214;

C=11.07;

end

if mat==5 % PG

ro=0.931; % Density of the sample [g/cm”"3]

x _en=[30 40 50 60 80 100 150 200 300 400 500 600 800 10001;
v_mi=[1.7362 0.83582 0.511 0.36429 0.24186 0.19295 0.14608 0.12648
0.10609 9.43E-02 8.62E-02 8.01E-02 7.17E-02 6.60E-02];

A=0.3013;

B=-3.9132;

C=10.125;

end

if mat==6 % G Slag

ro=1.657; % Density of the sample [g/cm"3]

x en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];

v mi=[1.9894 0.94384 0.56592 0.39565 0.25471 0.19941 0.14809 0.12748
0.10646 9.43E-02 8.59E-02 7.96E-02 7.07E-02 6.46E-02];

A=0.3172;

B=-4.1203;

C=10.785;

end

o

if mat==7 % L Slag

ro=2.645; % Density of the sample [g/cm"3]

x en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];

v _mi=[2.8348 1.3072 0.75301 0.50389 0.30434 0.22218 0.15429 0.12966
0.10659 9.40E-02 8.54E-02 7.90E-02 7.01E-02 6.39E-02];

A=0.3645;

B=-4.7186;

C=12.66;

end
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if mat<l

fprintf ("ERROR: the requested material does not exist. Please, enter
a number in the range [1,7]")

return

end

if mat>7

fprintf ("ERROR: the requested material does not exist. Please, enter
a number in the range [1,7]")

return

end

% 4. Calibration material: 4M HC1

ro cal=1.059;

x _en cal=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi cal=[0.65694 0.38878 0.28935 0.24176 0.19693 0.17476 0.14622
0.13034 0.11146 0.10012 9.24E-02 8.68E-02 7.93E-02 7.45E-02];

A cal=0.1518;

B cal=-2.1001;

C _cal=4.7583;

% 5. Linear attenuation coefficient

prompt='\n ENERGY [keV] \n\n ';

energy=input (prompt) ;

if energy<30

fprintf ('\n ERROR: the energy range is [30, 1000] keV \n\n ");
return

end

if energy>1000

fprintf ('\n ERROR: the energy range is [30, 1000] keV \n\n ");
return

end

Lia cal = ismember (energy, x_en cal);
Lia=ismember (energy, X _en);

if Lia cal==

mi m cal=interpl(x _en cal, v_mi cal, energy);

else

mi m cal=exp(A cal*(log(energy))"2+B_cal*log(energy)+C _cal);
end

if Lia==

mi m=interpl(x _en, v_mi, energy);

else

mi m=exp (A* (log (energy)) "2+B*log (energy) +C) ;
end

mi cal=mi m cal*ro_cal;
mi=mi m*ro;
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% 6. Integral method

J cal=integral2 (@ (x,y) (y.*exp (-

mi cal.*(x.*(y. 2+ (x+d)."2)."1/2) ./ (x+d)))./(y."2+(x+d).~2),0,t,0,r);
J=integral2 (@ (x,y) (y.*exp (-
mi.*(x.*(y."2+(x+d)."2).71/2)./(x+d))) ./ (y."2+(x+d) ."2),0,t,0,r);

% 7. Efficiency correction factor

o

ECF=J/J cal
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ANNEXII

New MATLAB Code

function varargout = GUI ECF (varargin)

% GUI_ECF MATLAB code for GUI ECF.fig

GUI ECF, by itself, creates a new GUI ECF or raises the
existing

singleton*.

o

a° o

o

H = GUI ECF returns the handle to a new GUI ECF or the handle

to

% the existing singleton*.

% GUI ECF ('CALLBACK',hObject,eventData,handles,...) calls the
local

% function named CALLBACK in GUI ECF.M with the given input
arguments.

% GUI ECF ('Property', 'Value',...) creates a new GUI ECF or
raises the

% existing singleton*. Starting from the left, property value

pairs are

applied to the GUI before GUI ECF OpeningFcn gets called. An
unrecognized property name or invalid value makes property
application

stop. All inputs are passed to GUI_ ECF OpeningFcn via
varargin.

o\

oe

o

o o

*See GUI Options on GUIDE's Tools menu. Choose "GUI allows
only one
instance to run (singleton)".

o o\

oe

See also: GUIDE, GUIDATA, GUIHANDLES

oe

Edit the above text to modify the response to help GUI ECF
% Last Modified by GUIDE v2.5 04-Jun-2020 13:46:11

% Begin initialization code - DO NOT EDIT

gui_Singleton = 1;

gui State = struct('gui Name', mfilename,
'gui Singleton', gui_ Singleton,
'gui OpeningFcn', QGUI_ECF OpeningFcn,
'gui_OutputFcn', @GUI_ECF OutputFcn,
'gui LayoutFcn', 1,
'gui Callback', [

if nargin && ischar(varargin{l})

gui State.gui Callback = str2func(varargin{l});
end

if nargout
[varargout{l:nargout}] = gui mainfcn(gui State, varargin{:});
else
gui mainfcn(gui State, varargin{:});
end
% End initialization code - DO NOT EDIT
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% —--— Executes just before GUI ECF is made visible.
function GUI ECF OpeningFcn (hObject, eventdata, handles, varargin)
This function has no output args, see OutputFcn.

o

% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

o

varargin command line arguments to GUI ECF (see VARARGIN)

% Choose default command line output for GUI ECF
handles.output = hObject;

% Update handles structure

guidata (hObject, handles);

% UIWAIT makes GUI ECF wait for user response (see UIRESUME)
% uiwait (handles.figurel);

% —-—-- Outputs from this function are returned to the command line.
function varargout = GUI_ECF OutputFcn (hObject, eventdata, handles)
varargout cell array for returning output args (see VARARGOUT) ;

oo

% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

% Get default command line output from handles structure
varargout{1l} = handles.output;

function d Callback (hObject, eventdata, handles)

% hObject handle to d (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

o

Hints: get (hObject, 'String') returns contents of d as text

% str2double (get (hObject, 'String')) returns contents of d as a
double

% —--- Executes during object creation, after setting all properties.
function d CreateFcn (hObject, eventdata, handles)

% hObject handle to d (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB

% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white');
end
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function geom Callback (hObject, eventdata, handles)

hObject handle to geom (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)

a° o

o

o

Hints: get (hObject, 'String') returns contents of geom as text
str2double (get (hObject, 'String')) returns contents of geom
as a double

o

o

--- Executes during object creation, after setting all properties.

function geom CreateFcn (hObject, eventdata, handles)

% hObject handle to geom (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white') ;

oo

end

function energy Callback (hObject, eventdata, handles)

% hObject handle to energy (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

oo

Hints: get (hObject, 'String') returns contents of energy as text
str2double (get (hObject, 'String')) returns contents of energy
as a double

o

% —--- Executes during object creation, after setting all properties.
function energy CreateFcn (hObject, eventdata, handles)

% hObject handle to energy (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

o

end

function mat Callback (hObject, eventdata, handles)

% hObject handle to mat (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

oe

Hints: get (hObject, 'String') returns contents of mat as text
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% str2double (get (hObject, 'String')) returns contents of mat as
a double

o\

--- Executes during object creation, after setting all properties.

function mat CreateFcn (hObject, eventdata, handles)

% hObject handle to mat (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, "'BackgroundColor', 'white');

o\

end

% —--— Executes on button press in pushbutton ECF.

function pushbutton ECF Callback (hObject, eventdata, handles)

% hObject handle to pushbutton ECF (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
global ECF

d=str2double (get (handles.d, 'String'));
geom=str2double (get (handles.geom, 'String')) ;
mat=str2double (get (handles.mat, 'String'));
energy=str2double (get (handles.energy, 'String'));
r=str2double (get (handles.r, 'String'));
t=str2double (get (handles.t, 'String'));
ro=str2double (get (handles.r0, 'String'));

if geom==

r=3.6; % Radius of the sample [cm]
t=1.077; % Thickness of the sample [cm]
end

if geom==2

r=3.6; % Radius of the sample [cm]
t=6.9; % Thickness of the sample [cm]
end

if mat==1 % Soil

%ro=1.000; % Density of the sample [g/cm”3]

x en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[1.3986 0.94829 0.69336 0.53746 0.43687 0.32054 0.22286 0.18346
0.14449 0.12715 0.1078 0.09582 0.08719 0.080498 0.070568 0.063378];

if energy<150
A=-0.1166;
B=2.23;
C=-13.91;
D=26.45;
end

87



if energy>150
A=-0.009175;

B=0.1466;
C=-1.194;
D=1.518;
end
if energy == 150

mi m = 0.14449;

end

if mat==2 % RM

%ro=1.735; % Density of the sample [g/cm”3]

x _en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v mi=[2.4322 1.6057 1.136 0.84954 0.6646 0.45251 0.27827 0.21156
0.15243 0.13019 0.10832 0.095736 0.086904 0.080133 0.070162
0.0629777;

if energy<150
A=0.05843;
B=0.03045;
C=-5.118;
D=15.65;
end

if energy>150

A=-0.01837;
B=0.3375;
C=-2.511;
D=4.532;
end
if energy == 150

mi m = 0.15243;

end

end

a0

if mat== FA
$ro=0.97; % Density of the sample [g/cm”3]
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x en=[30 35 40 45 50 60 80 100
v_mi=[1.3293 0.90393 0.66316 O
0.14326 0.1263 0.1072 0.095314

if energy<150
A=-0.1312;
B=2.41;
C=-14.61;
D=27.27;
end

if energy>150
A=-0.008551;
B=0.1338;
C=-1.107;
D=1.316;

end

if energy == 150
mi m = 0.14326;

end
end

if mat==4 % SF Slag
%$ro=1.981;

% Density of the sample

150 200 300 400 500 600 800 1000];
51594 0.42092 0.31096 0.21839 0.18083
0.086741 0.08009 0.070214 0.063062];

[g/cm”3]

x _en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 10007];
v mi=[2.1344 1.4182 1.0111 0.76188 0.60103 0.41581 0.26279 0.20354
0.14988 0.12899 0.10784 0.095452 0.086701 0.079972 0.070045

0.062882];

if energy<150
A=0.0233;
B=0.4741;
C=-6.893;
D=17.81;
end

if energy>150
A=-0.01615;
B=0.2912;
C=-2.189;
D=3.788;
end

if energy == 150
mi m = 0.14988;
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end
end

if mat==5 % PG

$ro=0.931; % Density of the sample [g/cm”"3]

x _en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];

v mi=[1.788 1.1929 0.8559 0.65158 0.51956 0.36841 0.24326 0.19421
0.14812 0.12903 0.1087 0.09643 0.087671 0.080905 0.070893 0.0636561];

if energy<150
A=-0.04834;
B=1.394;
C=-10.68;
D=22.69;

end

if energy>150

A=-0.01202;
B=0.2064;
C=-1.611;
D=2.488;
end
if energy == 150

mi m = 0.14812;

end

end

if mat==6 % G Slag

$ro=1.657; % Density of the sample [g/cm”3]

x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];

v _mi=[2.0355 1.3532 0.96602 0.72969 0.57714 0.40182 0.25697 0.20074
0.14933 0.12897 0.10807 0.095716 0.086964 0.080226 0.070275
0.063093];

if energy<150

A=0.003599;
B=0.7292;
C=-7.954;
D=19.19;

end
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if energy>150

A=-0.01488;
B=0.2652;
C=-2.013;
D=3.393;
end
if energy == 150

mi m = 0.14933;

end

end

if mat==7 % L Slag
%$ro=2.645; % Density of the sample [g/cm”3]

%x_en= [30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 10007];
v _mi= [2.8873 1.9 1.3376 0.99276 0.77023 0.51427 0.30434 0.22462
0.15579 0.13119 0.10815 0.095316 0.086421 0.079639 0.06969 0.062537];

x en=[30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 110 120 130 140
150 200 300 400 500 600 800 10001;

v mi=[2.8873 1.9 1.3376 0.99276 0.77023 0.61962 0.51427 0.43773
0.38099 0.33781 0.30434 0.2778 0.25643 0.239 0.22462 0.2023 0.18594
0.17349 0.16371 0.15579 0.13119 0.10815 0.095316 0.086421 0.079639
0.06969 0.062537];

if energy<150

A=0.0935;
B=-0.4211;
C=-3.292;
D=13.46;

end

if energy>150
A=-0.023;
B=0.433;
C=-3.167;
D=6.022;
end

if energy == 150
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mi m = 0.15579;

end

end

if mat==8 % Water

$ro=1.000; % Density of
x_en=[30 35 40 45 50 60
v_mi=[0.37808 0.30952 0.
0.15067 0.13711 0.11866

if energy<150
A=-0.2567;
B=3.54;
C=-16.56;
D=24.49;
end

if energy>150
A=7.263e-05;

B=-0.0478;
C=0.1627;
D=-1.517;
end
if energy == 150

mim= 0.15067;

end

end

the sample [g/cm”™3]

80 100 150 200 300 400 500 600 800 10001;
27011 0.24513 0.22824 0.200686 0.18425 0.17113
0.10614 0.096845 0.89541 0.078607 0.0706447;

% 4. Calibration material: 4M HCL

ro cal=1.059;

x en cal=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v mi cal=[0.66261 0.48741 0.38816 0.32701 0.28709 0.23968 0.1966
0.1763 0.1507 0.13599 0.11712 0.10458 0.095361 0.088137 0.077348

0.0695011];

if energy<150
A cal=-0.2998;
B cal=4.347;
C cal=-21.38;
D cal=33.82;

end
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if energy>150
A cal=-0.002213;
B cal=0.000239;
C cal=-0.1725;
D cal=-0.757;
end

if energy == 150
mi m cal = 0.1507;

end

%Lia cal = ismember (energy, x_en cal);
$Lia=ismember (energy, x en);

$1f Lia cal==1

%mi m cal=interpl(x _en cal, v_mi cal, energy);

%else

if energy ~= 150

mi m cal=exp(A cal*log(energy)”3 + B _cal*log(energy)”"2 +
C cal*log(energy) + D cal);

end

send

$if Lia==

$mi_m=interpl (x _en, v_mi, energy);%it takes the v_mi for the
corresponing energy

selse

if energy ~=150

mi m=exp (A*log(energy) "3 + B*log(energy)”2 + C*log(energy) + D);% it
calculates the p

end

%end

mi cal=mi m cal*ro cal; % this multiplies the p with density
mi=mi m*ro; % this multiplies the p with density

% 6. Integral method

J cal=integral2 (@ (x,y) (y.*exp (-

mi cal.*(x.*(y. "2+ (x+d)."2)."1/2) ./ (x+d)))./(y."2+(x+d)."2),0,t,0,r);
J=integral2 (@ (x,vy) (y.*exp (-

mi.*(x.*(y." "2+ (x+d)."2)."1/2)./(x+d))) ./ (y."2+(x+d) ."2),0,t,0,r);
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ECF=J/J cal
set (handles.ECF, 'String',ECF) ;
set (handles.m, 'String',mi m);

function ECF Callback(hObject, eventdata, handles)

% hObject handle to ECF (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

o

Hints: get (hObject, 'String') returns contents of ECF as text
str2double (get (hObject, 'String')) returns contents of ECF as
double

o

o)

--- Executes during object creation, after setting all properties.
unction ECF CreateFcn (hObject, eventdata, handles)

hObject handle to ECF (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

o° Hh o

oo

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white') ;

oo

end

function r Callback (hObject, eventdata, handles)

% hObject handle to r (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

oo

Hints: get (hObject, 'String') returns contents of r as text

% str2double (get (hObject, 'String')) returns contents of r as a
double

% —-—-- Executes during object creation, after setting all properties.
function r CreateFcn (hObject, eventdata, handles)

% hObject handle to r (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB

% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white');

oo

end
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function t Callback (hObject, eventdata, handles)

% hObject handle to t (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

% Hints: get (hObject, 'String') returns contents of t as text

% str2double (get (hObject, 'String')) returns contents of t as
double

% --- Executes during object creation, after setting all properties.
function t CreateFcn (hObject, eventdata, handles)

% hObject handle to t (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

oo

end

function r0_Callback (hObject, eventdata, handles)

% hObject handle to r0 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

o

Hints: get (hObject, 'String') returns contents of r0 as text
str2double (get (hObject, 'String')) returns contents of r0 as

o

double

V)]

o

--- Executes during object creation, after setting all properties.
unction r0 CreateFcn (hObject, eventdata, handles)

hObject handle to r0O (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

o° Hh

oo

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor"'))
set (hObject, 'BackgroundColor', 'white');

o

end

function m Callback (hObject, eventdata, handles)

% hObject handle to m (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
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% Hints: get (hObject, 'String') returns contents of m as text
str2double (get (hObject, 'String')) returns contents of m as

oo

double

o

-—-- Executes during object creation, after setting all properties.

function m CreateFcn (hObject, eventdata, handles)

% hObject handle to m (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');

oo

end
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ANNEX III

MATERIALS

Calibration Material 4M HCI

e Solution Composition Table:

Element Weight Fraction
H 0,099
0] 0,762
cl 0,139

e Linear and Mass Attenuation Coefficient (L — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 0,657 0,696
40 0,389 0,412
50 0,289 0,306
60 0,242 0,256
80 0,197 0,209
100 0,175 0,185
150 0,146 0,155
200 0,130 0,138
300 0,111 0,118
400 0,100 0,106
500 0,092 0,098
600 0,087 0,092
800 0,079 0,084
1000 0,075 0,079
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Soil 3% moisture

e Composition Table:

Element Weight Fraction
H 0,003
0] 0,503
Al 0,084
Si 0,284
K 0,037
Ca 0,037
Fe 0,052

e Linear and mass Attenuation Coefficient (L — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 1,361 1,361
40 0,676 0,676
50 0,428 0,428
60 0,316 0,316
80 0,221 0,221
100 0,182 0,182
150 0,143 0,143
200 0,125 0,125
300 0,106 0,106
400 0,094 0,094
500 0,086 0,086
600 0,080 0,080
800 0,071 0,071
1000 0,065 0,065

98



Red Mud

e Composition Table:

Element Weight Fraction
C 0,016
0 0,407
Na 0,023

Mg 0,010
Al 0,044
Si 0,095
K 0,008
Ca 0,265
Ti 0,038
Fe 0,093

e Linear and mass Attenuation Coefficient (L — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 2,383 4,135
40 1,113 1,931
50 0,653 1,133
60 0,446 0,774
80 0,276 0,479
100 0,210 0,365
150 0,151 0,262
200 0,129 0,223
300 0,107 0,185
400 0,094 0,164
500 0,086 0,149
600 0,080 0,138
800 0,071 0,123
1000 0,065 0,112
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Fly Ash

e Composition Table

Element Weight Fraction

Si 0,260

Ca 0,032

Al 0,150
Mg 0,009
Fe 0,048
0,003

K 0,008

Ti 0,007

0 0,481

e Linear and mass Attenuation Coefficient (1L — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 1,303 1,264
40 0,651 0,631
50 0,415 0,403
60 0,308 0,299
80 0,217 0,211
100 0,180 0,175
150 0,142 0,138
200 0,125 0,121
300 0,105 0,102
400 0,094 0,091
500 0,086 0,083
600 0,079 0,077
800 0,071 0,069
1000 0,065 0,063
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Phosphogypsum

e Composition Table

Element Weight Fraction

Ca 0,267

S 0,216

Al 0,001

Si 0,023
Mg 0,005
Fe 0,001
0,007

0,007

0 0,473

e Linear and mass Attenuation Coefficient (1L — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 1,736 1,616
40 0,836 0,778
50 0,511 0,476
60 0,364 0,339
80 0,242 0,225
100 0,193 0,180
150 0,146 0,136
200 0,126 0,118
300 0,106 0,099
400 0,094 0,088
500 0,086 0,080
600 0,079 0,077
800 0,071 0,069
1000 0,065 0,063
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Lead Slag

e Composition Table

Element Weight Fraction
Si 0,159
Al 0,031
Fe 0,241
Mg 0,031
Ca 0,076
Na 0,026
K 0,018
Cr 0,004
S 0,027

0,386

e Linear and mass Attenuation Coefficient (L — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 2,835 7,497
40 1,307 3,457
50 0,753 1,992
60 0,504 1,333
80 0,300 0,793
100 0,222 0,588
150 0,154 0,408
200 0,130 0,343
300 0,107 0,282
400 0,094 0,249
500 0,085 0,226
600 0,079 0,209
800 0,070 0,185
1000 0,064 0,169
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Granulated Slag

e Composition Table

Element Weight Fraction
Si 0,184
Al 0,067
Fe 0,083
Mg 0,039
Ca 0,173
Na 0,007
K 0,022
Ti 0,004

Mn 0,002
O 0,419

e Linear and mass Attenuation Coefficient(in — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 1,989 3,296
40 0,944 1,564
50 0,566 0,938
60 0,396 0,656
80 0,255 0,422
100 0,199 0,330
150 0,148 0,245
200 0,127 0,211
300 0,106 0,176
400 0,094 0,156
500 0,086 0,142
600 0,080 0,132
800 0,071 0,117
1000 0,065 0,107
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Shaft Furnace Slag

e Composition Table

Element Weight Fraction
Si 0,208
Al 0,067
Fe 0,135
Mg 0,040
Ca 0,084
Na 0,006
K 0,021
Ti 0,004

Mn 0,002
0 0,433

e Linear and mass Attenuation Coefficient(in — MuPlot):

Energy (keV) Mass Attenuation Linear Attenuation
Coefficient [cm?/g] Coefficient [cm™]
30 2,089 4,139
40 0,987 1,956
50 0,588 1,166
60 0,409 0,809
80 0,260 0,515
100 0,202 0,400
150 0,148 0,294
200 0,127 0,252
300 0,106 0,210
400 0,094 0,186
500 0,086 0,170
600 0,079 0,157
800 0,071 0,140
1000 0,064 0,128
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ANNEX 1V
MASS ATTENUATION COEFFICIENTS from PENELOPE

Calibration Material (4M HCI) :

Energy (keV) Linear Attenuation Mass Attenuation Coefficient
Coefficient [cm™] [em?/g]
30 0,7017 0,66261
35 0,51617 0,48741
40 0,41107 0,38816
45 0,3463 0,32701
50 0,30402 0,28709
60 0,25382 0,23968
80 0,2082 0,1966
100 0,18671 0,1763
150 0,15959 0,1507
200 0,14401 0,13599
300 0,12403 0,11712
400 0,11075 0,10458
500 0,10099 0,095361
600 0,093338 0,088137
800 0,081911 0,077348
1000 0,073602 0,069501
1200 0,067183 0,06344
1400 0,062076 0,058618
1600 0,057902 0,054677
1800 0,054416 0,051385
2000 0,051456 0,048589

105




Soil (With 3% Moisture):

Energy (keV) Linear Attenuation Coefficient Mass Attenuation
[em™] Coefficient [cm*/g]
30 1,3986 1,3986
35 0,94829 0,94829
40 0,69336 0,69336
45 0,53746 0,53746
50 0,43687 0,43687
60 0,32054 0,32054
80 0,22286 0,22286
100 0,18346 0,18346
150 0,14449 0,14449
200 0,12715 0,12715
300 0,1078 0,1078
400 0,09582 0,09582
500 0,08719 0,08719
600 0,080498 0,080498
800 0,070568 0,070568
1000 0,063378 0,063378
1200 0,057841 0,057841
1400 0,053461 0,053461
1600 0,049909 0,049909
1800 0,046968 0,046968
2000 0,044489 0,044489
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Red Mud:

Energy (keV) Linear Attenuation Mass Attenuation Coefficient
Coefficient [cm™] [em*/g]
30 42199 2,4322
35 2,7858 1,6057
40 1,9709 1,136
45 1,474 0,84954
50 1,1531 0,6646
60 0,7851 0,45251
80 0,4828 0,27827
100 0,36706 0,21156
150 0,26446 0,15243
200 0,22588 0,13019
300 0,18794 0,10832
400 0,1661 0,095736
500 0,15078 0,086904
600 0,13903 0,080133
800 0,12173 0,070162
1000 0,10927 0,062977
1200 0,099694 0,05746
1400 0,092159 0,053117
1600 0,086079 0,049613
1800 0,081074 0,046728
2000 0,076879 0,044311
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Fly Ash:

Energy (keV) Linear Attenuation Mass Attenuation Coefficient
Coefficient [cm™] [em*/g]
30 1,2894 1,3293
35 0,87681 0,90393
40 0,64327 0,66316
45 0,50047 0,51594
50 0,40829 0,42092
60 0,30164 0,31096
80 0,21184 0,21839
100 0,1754 0,18083
150 0,13896 0,14326
200 0,12251 0,1263
300 0,10398 0,1072
400 0,092455 0,095314
500 0,084139 0,086741
600 0,077687 0,08009
800 0,068108 0,070214
1000 0,06117 0,063062
1200 0,055827 0,057553
1400 0,0516 0,053195
1600 0,048171 0,049661
1800 0,045331 0,046733
2000 0,042938 0,044266
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Phosphogypsum:

Energy (keV) Linear Attenuation Mass Attenuation Coefficient
Coefficient [cm™] [em*/g]
30 1,6646 1,788
35 1,1106 1,1929
40 0,79685 0,8559
45 0,60662 0,65158
50 0,48371 0,51956
60 0,34299 0,36841
80 0,22648 0,24326
100 0,18081 0,19421
150 0,1379 0,14812
200 0,12013 0,12903
300 0,1012 0,1087
400 0,089776 0,09643
500 0,081622 0,087671
600 0,075323 0,080905
800 0,066002 0,070893
1000 0,059264 0,063656
1200 0,054081 0,058089
1400 0,049992 0,053697
1600 0,046685 0,050145
1800 0,043954 0,047212
2000 0,041661 0,044748
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Lead Slag:

Energy (keV) Linear Attenuation Mass Attenuation
Coefficient [cm™] Coefficient [cm’/g]
30 7,637 2,8873
35 5,0255 1,9
40 3,5379 1,3376
45 2,6259 0,99276
50 2,0373 0,77023
60 1,3602 0,51427
80 0,80497 0,30434
100 0,59412 0,22462
150 0,41206 0,15579
200 0,347 0,13119
300 0,28606 0,10815
400 0,25211 0,095316
500 0,22858 0,086421
600 0,21065 0,079639
800 0,18433 0,06969
1000 0,16541 0,062537
1200 0,1509 0,057051
1400 0,1395 0,05274
1600 0,13031 0,049267
1800 0,12276 0,046411
2000 0,11643 0,04402
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e Granulated Slag:

Energy (keV) Linear Attenuation Mass Attenuation
Coefficient [cm™] Coefficient [cm?/g]
30 3,3729 2,0355
35 2,2423 1,3532
40 1,6007 0,96602
45 1,2091 0,72969
50 0,95632 0,57714
60 0,66581 0,40182
80 0,4258 0,25697
100 0,33263 0,20074
150 0,24744 0,14933
200 0,21371 0,12897
300 0,17907 0,10807
400 0,1586 0,095716
500 0,1441 0,086964
600 0,13293 0,080226
800 0,11645 0,070275
1000 0,10454 0,063093
1200 0,095396 0,057571
1400 0,088181 0,053217
1600 0,08235 0,049698
1800 0,077541 0,046796
2000 0,073502 0,044359
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Shaft Furnace Slag:

Energy (keV) Linear Attenuation Mass Attenuation
Coefficient [cm™] Coefficient [cm?/g]
30 4,2283 2,1344
35 2,8095 1,4182
40 2,003 1,0111
45 1,5093 0,76188
50 1,1906 0,60103
60 0,82371 0,41581
80 0,52059 0,26279
100 0,40321 0,20354
150 0,29692 0,14988
200 0,25553 0,12899
300 0,21363 0,10784
400 0,18909 0,095452
500 0,17175 0,086701
600 0,15843 0,079972
800 0,13876 0,070045
1000 0,12457 0,062882
1200 0,11366 0,057378
1400 0,10507 0,053038
1600 0,098119 0,04953
1800 0,092386 0,046636
2000 0,087571 0,044205
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Water:

Energy (keV) Linear Attenuation Mass Attenuation
Coefficient [cm™] Coefficient [cm?/g]
30 0,37808 0,37808
35 0,30952 0,30952
40 0,27011 0,27011
45 0,24513 0,24513
50 0,22824 0,22824
60 0,20686 0,20686
80 0,18425 0,18425
100 0,17113 0,17113
150 0,15067 0,15067
200 0,13711 0,13711
300 0,11866 0,11866
400 0,10614 0,10614
500 0,096845 0,096845
600 0,089541 0,089541
800 0,078607 0,078607
1000 0,070644 0,070644
1200 0,064488 0,064488
1400 0,059579 0,059579
1600 0,055558 0,055558
1800 0,052191 0,052191
2000 0,049325 0,049325
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ANNEX YV

Table of Densities

Material Density (g/cm’)
4M HCl 1,059
Soil 3% 1,000
Red Mud 1,735
Fly Ash 0,970
Phosphogypsum 0,931
Lead Slag 2,645
Granulated Slag 1,657
Shaft Furnace Slag 1,981
Water 1,000
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ANNEX VI

(I Table of ECF - PENELOPE by F.Tugnoli

Efficiency Correction Factor

keV | Soil 3% RM FA SFS PG GS LS

40 0.84819 | 0.47088 [ 0.87127 | 0.46798 | 0.79918 | 0.55084 | 0.28628
60 0.96146 | 0.74849 [ 0.97174 | 0.73448 | 0.94797 | 0.79603 | 0.56300
80 0.99671 | 0.86194 | 1.00231 | 0.84387 | 0.99454 | 0.88772 | 0.72750
100 | 1.00388 | 0.90636 | 1.00808 | 0.88630 | 1.00558 | 0.92460 | 0.80068
120 | 1.00774 | 0.92699 | 1.01212 | 0.90792 | 1.01139 | 0.93713 | 0.83684

140 | 1.01133 | 0.93909 | 1.01588 | 0.92271 | 1.01665 | 0.95145 | 0.86050
160 | 1.01082 | 0.94384 | 1.01418 | 0.92769 | 1.01342 | 0.94997 | 0.87314
180 [ 1.01069 | 0.94895 | 1.01363 | 0.93121 | 1.01562 | 0.95794 | 0.88018
200 | 1.01173 | 0.95332 ( 1.01530 | 0.93644 | 1.01689 | 0.95820 | 0.88871
220 | 1.01225 (0.95698 | 1.01371 | 0.93901 | 1.01731 | 0.96366 | 0.89411
240 | 1.01169 | 0.95789 | 1.01494 | 0.94234 | 1.01743 | 0.96490 | 0.89771
260 | 1.01225 | 0.96036 | 1.01447 | 0.94515 | 1.01728 | 0.96608 | 0.90212
280 | 1.01270 | 0.96305 | 1.01695 | 0.94726 | 1.01739 | 0.96865 | 0.90637
300 | 1.00952 |0.96058 | 1.01236 | 0.94578 | 1.01534 | 0.96820 | 0.90681
320 [ 1.01233 | 0.96297 | 1.01441 | 0.94854 | 1.01743 | 0.96850 | 0.91077
340 | 1.01001 | 0.96526 | 1.01207 | 0.94853 | 1.02110 | 0.96868 | 0.90983
360 | 1.00991 | 0.96401 | 1.01511 | 0.94920 | 1.01426 | 0.96890 | 0.91434

380 | 1.00937 | 0.96425| 1.01258 | 0.95181 | 1.01476 | 0.97086 | 0.91662

400 | 1.01224 | 0.96421 | 1.01223 | 0.95307 | 1.01557 | 0.97428 | 0.91547
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(II) Linear Attenuation Coefficient Vectors in
MATLAB

x_en2 P= [30 35 40
v mi2 Pe[2.4322 I.

0.080133 0.070162 0.0€

x2 P = log(x_en2 F):
y2 P = log(v_m2 B);

plot(x2_F,y2_P)

x en2 P LE= [30 35 40 45 50 &0 80 100 15
v mi2 P LE=[2.4322 1. 7 136 0.845954

1156 0,15343]:

_P_LE = log(x_en2 F_LE):
_P_LE = log(v_mi2 F 1E);

R

plot (x2_F LE,y2_F_LE)

x_en2 F_HE= [150

v_mi2_P_HE=[0.15243 0. 49613 0.046728 0.044311)s

x2 P HE = log(x_enl F_HE):
y2_P_HE = log(v_mil P HE);

plot(x2_F HE,y2 P_HE)

(RM vectors in MATLAB)

v mid P= [1.3293 0.9 0.42082 0.310%6 O

x3 P = log(x_end P11
¥3 P = logiv_m=i3 F);

plot (x3_F,¥3_F)

x_en3 F_LE= [30 35 40 45 50 €0 80 100 1850]:
v_mi3 P_LE= [1.3253 0.90353 0.6€316 0.51554 0.42082 0.310%€ 0.2183%

+18083 0.14326);

P

x3_F_LE = logix_en3d F_LE):
¥y3_F_LE = log(v_mi3_F_LE);

plot(x3_P_LE,y3_F_LE)

J 500 €00 800 1000 1200 1400 1600 1800 00
0$5314 0.086741 0.0800% 0.0

x3 P HE = log(x_en3 P HE
¥3_P_HE = log(v_mi3 P HE

plot(x3_F_HE,y3_F_HE)

(FA vectors in MATLAB)
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x_end_P= [30 35 40 45 50 €0 80 100 150 200 300 400 500 €00 BOO 1000):
v_mi4_P= [2.1344 1.4182 1.0111 0.76188 0.€0103 0.41561 0.26279 0.20354 0.14588 0.12855 0.10784 0.055452 0.08€701 0.079672 0.070045 0.0€2882);

x4 _F = logix _end Fi:
yi_P = logiv_mid Fjs

plotixd_P,yi F)
V—Low Energy—%

% _ens P LE= [30 35 40 45 50 60 B0 100 150):
v mis F LE = [2.1344 1,4183 1.0111 0.76188 0.60103 0.41581 0.26278 0.20354 0.14888);

x4 _P_LE = log(x_end F_LE);
yi_P_LE = log(v_mid P LE):

plot(x4_P_LE,y4_P_LE)

V--High Energ ,

x_end_P_ME= [150 200 300 400 500 €00 800 1000 1200 L1400 1600 1800 2000):
v_mi4_F_HE = [0.14988 0.12659 0.10784 0.085452 0.086701 0.079572 0.070045 0.0€2882 0.057378 0.052038 0.04853 0.04€63€ 0.044208):

x4_P_ME = logix _eni_P_ME}):
¥i_P_HE = logiv mis P _HE):

plot (x4_P_HE,y4 P HE)

(SFS vectors in MATLAB)

0 T -
x_enS P= [30 35 40 45 50 60 80 100 150 200 300 400 500 600 8O0 1000):
v_miS P= [1,788 1,1%2% 0.8559 0,65155 0.51956 0.36841 0.29326 0.1%421 0.14812 0,12503 0,1087 0.09643 0,08767L 0,080505 0.0708%3 0.063656] 1

x5 P = log(x_enS F):
¥5_F = legiv_=mis F);

plot (x5_F,y5_P)
¥--Low Energy—%

x_enS P _LE= [30 35 40 45 50 €0 80 100 150):
v miS P LP= [1.788 1.1828 0,855% 0.65158 0.51956 0.36841 0.24326 0.15421 G,14812);

x5_P_LE = log{x_enS_P_LE):
¥5_P_LE = log{v_miS_P _LE);

plot (x5 _F_LE,yS P LE)
\--High Energy--%

% _enS P HE= [150 200 300 400 500 &00 800 1000 1200 1400 1€00 1200 2000]:
v_miS_P_HE= [0.14012 0.12903 0.1087 0.09643 0.087€71 0.080905 0.0708%3 0.063656 0.058085 0.053657 0.050145 0.047212 0.0447428);

x5_P_HE = log(x_enS_P _HE);
¥5_P_HE = log(v_miS_P HE);

plot (x5_F HE,y5_P_HE)

(PG vectors in MATLAB)
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v Slag h
x_ené F= [30 35 40 45 50 &0 80 100 150 200 300 400 500 €00 800 1000]:
v mié_P= (2,0355 1,3532 0,56602 0,72569 0.57714 0.40182 0.35657 0,20074 0.14933 0,12897 0.10807 0.085716 0.085564 0.080226 0.070275 0,063093);

XE_P = logix_ené_P);
yE_P = log({v_mié_F);

Flotixé_F,yE_F)
S--Low Enesgy—W

x_ené B LE= [30 35 40 45 50 60 50 100 150):
v_mig P LE= [2.0355 1.3532 0.96602 0.7256% 0.57714 0.40182 0.25657 0.20074 0.14833);

XE_P_LE = logix_en&_P_LE):
y6_F_LE = logiv_mié_B_LE);

plot (xé_F_LE, y6_P_LE)
s--High Enexgy-——4%

x_enf P HE= [150 200 300 400 500 €00 800 1000 1200 1400. 1600 IBOO0 2000]:
v mif P HE= [0.14933 0,12397 0.10807 0.08571& ©0,086564 0.030226 0.0T0275 0.0630%3 0.05T571 0.053217 0.0496%8 0.046756 0.044359];

X€_P_HE = log(x_ené F_HE);
y€_P_HE = log(v_mié_F_HE):

plot (x6_F_HE, yé_F_HE)

(GS vectors in MATLAB)

L For Seil *

x_enl P=[30 35 40 45 50 €0 80 100 150 200 300 400 500 600 8O0 1000):
v mil P=[1.358€ 0.54829 0.69336 0.53746 0.43€27 0.32054 0.22286 0.18346 0.14449 0.12715 0.1072 0.09582 0.08719 0.080498 0,070568 0.063378]:

x1 P = logix_enl F):
Y1 B = log(v mil P);

plot (x1_P,vl_P)
A--Low Ensrgy--3%

% enl P LE = [30 35 40 45 50 &0 80 100 150):

v_mil F LE = [1.358€ 0.5483% 0.€5036 053746 0.43687 0.32054 0.22286 0.18346 0.14445];

xl B LE = log(x_enl F_LE):
y1_ B LE = log(v_mil P LE);

plotixl _P_LE,yl P_LE)
A--High Energy--%

x enl P HE = [150 200 300 400 500 €00 S00 1000 1200 1400 1€00 1800 2000]:
v_mil P HE = [D.14449 0,12715 0,1072 0.09582 0.08719 0.020458 0.070562 0.063373 0.057841 0.053461 0.045909 0.046562 0.044489);

x1_P_HE = logix_enl F_HE)7
y1_P_HE = log(v_mil F HE):

plotixl_P_HE,yl P HE)

(Soil vectors in MATLAB)
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“Total

x 1L5= [30 35 40 45 50 55 €0 €5 70 75 ¥0 35 §0 55 100 110 130 130 140 150 200 300 400 500 €00 E00 1000]:

v_mi L5« [2.8873 1.9 1.3378 0.88276 0.77023 0.61862 0.51427 0.4377% 0.38008 0.33701 0.30434 0.2778 0.25643 0.23% 0.22462
0.2023 0.18584 0.17349 0.1€371 0.1887% 0.1311¢ 0.10818 0.058318 0,088421 0.07963% 0.06960 0.042837);

% L3 = logix LS):
v L8 = logiv_mi Le&y;

plet (x LS,y _L5)
shew Znergy

x_L3 LE= [30 35 40 45 50 85 60 €5 70 75 50 83 50 85 100 110 120 130 140 180}:
v_mi 1S TP=[2, 8873 1.9 1.3376 ¢.58376 9.77023 9,61562 §.51437 §.43773 9,300

. 33781 G, 30434 §,2778 0.28643 0.23% 0.224€2 0.2023 0.10854 0.17349 0. 16371 G.18898);

% L3 LE = log(x LS LE);
v LS IE = log(v_mi LS 1E);

plot (x L5 _LE.y L5 1E)
“High Enszgy
x LS HP= [180 200 300 400 500 €00 800 1000 1300 1400 1600 1800 20001:

v_mi_ LS HF=[0.15878 0.13118 0.10018 0.05811€ 0.086431 0.079£35 0.08565 0.082537 0.057051 0.05274 0.0E5J€7 0.046411 0.04402]:

% LS HI = log(x 15 HE):
v LS BE = logiv mi 1S ME);

plot(x LS HE,y LS HE)

(LS vectors in MATLAB)

®_en8 P= [30 35 40 45 50 &0 80 100 150 200 300 400 500 €00 800 1000):
v _mif P= [D.66261 0.48741 0.38816 0.32701 0.2870% 0.23%68 0.1%6€ 0.1763 D.150T7 0.1359% 0.11712 0.10458 0.0253€1 D.085137 0.077348 0.062501]:

®8_P = log(x en8_P):
YE_P = leg(v_mis P):

plot (x8_F,y8 P}
V--Low Energy-—4%

x_ens_P_LE= [30 35 40 45 50 €0 B0 100 150
v_mi8 P _LE= [0,6€261 0.48741 0,3881€ 0.32701 0.28709 0.235€8 0.19€6 0.1763 D.1507);

x8_P_LE = log(x_ent P_LE):
¥8_P LE = log(v_mif_P LE):

plot (x8_F_LE,v8_F_LE)

v——High Energy--%
x_ens_P_HE= [150 200 300 400 500 €00 BG0 1000 1300 1400 1600 1500 2000];
v_mid_P_HE= [0.1507 0.1358% 0.11712 0.10458 0.0953€1 0.088137 0.077348 0.06%501 0.06344 0,058618 0.054677 0.051385 0.048588]:

x5_P_HE = log(x_ens_F_HE):
¥8_P_HE = logiv_ma® P _HE):

(Calibration Material vectors in MATLAB)

119



x_en® P=[30 35 40 45 50 €0 90 100 150 200 300 £00 500 €00 200 1000%:

¥ _miS P=[0.37808 0.30852 0.27011 0,24513 0,22824 0.20€8€ 0,18425 D.17113 0,15067 0,13711 O.1156€ 0.10€14 0.056845 0.98541 0.078607 0.070644]) 5
=% F = Logix _end Fj;

¥5_B = log(v miS B}y

ploc(x$_P,v9_F)

V—-Llow Energy--V

= et F LE = [30 35 40 45 50 &0 20 100 130];

w mifd P LE = [0.37808 0.30052 0.27011 0.24513 0.22824 0.2068€ 0.18425 0.17113 0.15067]+
x3_P LE = log(x_enS P LE);

¥5_P_LE = log(v_miS F LE);

plocix$_P_LE,y%_F_LE)

N—-High Energy—%

x en8 P HE = [15E0 200 300 400 500 €00 B00 1000 1195 1400 1600 1800 2000]:

¥ mi® P HE = [0,15067 0.13711 0,118€6 0.10614 0.096845 0.088541 0.075€07 0.070644 0.064488 0.059579 0.055558 0.052191 0.048325}:

x5 P HE = logix enS P HE):
y8_P_HE = log(v_mi¥_P_HE);

plot(x3_P_HE,ys_F _HE)

(Water vectors in MATLAB)
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